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Preface

The theory of fuzzy sets originated from the need to formalize the imprecise
aspects of human knowledge and to present them by using mathematical
models. It was initiated by L.A.Zadeh in 1965, who provided a way to dis-
tinguish the subtle nuances of the membership of an element to a particular
class. As such problems are common in operation with classes of objects
encountered in the real, physical world, fuzzy sets have a large field of ap-
plication. Zadeh, also introduced the notion of fuzzy relations, in particular
the notion of fuzzy equivalences and fuzzy quasi-orders. Due to the fact
that fuzzy relations enable freedom in expressing barely noticeable traces of
connectivity between elements, they are extensively applied in the model-
ing of various concepts in the so-called " soft " sciences such as psychology,
linguistics and in many other scientific fields.

From the very beginning of the theory of fuzzy sets, fuzzy automata and
languages are studied as a means for bridging the gap between the precision
of computer languages and vagueness and imprecision, which are frequently
encountered in the study of natural languages. Study of fuzzy automata and
languages was initiated in 1960s by Santos [110, 111, 113], Wee [122], Wee
and Fu [123], and Lee and Zadeh [73]. During the decades, fuzzy automata
and languages have gained wide field of application including lexical anal-
ysis, description of natural and programming languages, learning systems,
control systems, clinical monitoring, pattern recognition, error correction,
neural networks, knowledge representation, databases, discrete event sys-
tems etc.

One of the most important problems of automata theory is to determine
whether two given automata are equivalent, i.e. whether they have the same
behavior. The behavior of an deterministic, nondeterministic or fuzzy au-
tomaton can be considered as the language or fuzzy language recognized
by it. Namely, two automata are equivalent, or more precisely language-
equivalent, if they recognize the same language. For deterministic finite au-
tomata the equivalence problem is solvable in polynomial time, but for non-
deterministic and fuzzy finite automata it is computationally hard (PSPACE-
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complete). Another important issue is to express the language-equivalence
of two automata as a relation between their states, if such relationship exists,
or find some kind of relations between states which would approximate the
language-equivalence. The language-equivalence of two deterministic au-
tomata can be expressed in terms of relationships between their states, but in
the case of nondeterministic and fuzzy automata the problem is more com-
plicated, and we can only examine various approximations of the language-
equivalence.

A widely-used concept for modeling “equivalence” between states of
automata is that of bisimulation. Bisimulations have been introduced by
Milner [81] and Park [89] in concurrency theory, and they were successfully
exploited to model equivalence between various systems, as well as to reduce
the number of states of these systems. Roughly, at the same time, they have
also been discovered in some areas of mathematics, e.g., in modal logic and
set theory. Nowedays, the bisimulations are employed in many areas of
computer science, such as functional languages, object-oriented languages,
domains, types, data types, compiler optimizations, databases, verification
tools, program analysis, etc.

The main aim of this dissertation is to investigate bisimulations for fuzzy
automata, with the special emphasis on the problem of finding the greatest
bisimulation of appropriate systems. Besides, bisimulations will be consid-
ered as a means for approximating the language-equivalence, as well as for
use in the state reduction of fuzzy automata.

In the first chapter we will introduce basic concepts of the theory of
ordered sets and lattices. The special attention will be devoted to complete
residuated lattices because we will observe them as the structures of truth
values in the further work. Then we will introduce the basic notions of the
fuzzy set theory and afterwards, main properties of fuzzy functions and
fuzzy relations, especially uniform fuzzy relations. Main features of fuzzy
equivalences and fuzzy quasi-orders will be presented at the end of this
chapter.

In the second chapter of the dissertation fundamental concepts and im-
portant famous results of fuzzy automata theory will be presented. We will
observe the most important type of crisp deterministic fuzzy automata, the
Nerode fuzzy automaton. This automaton can be obtained from a given
fuzzy automaton using the generalization of the classical subset construction
method for fuzzy automata [53, 56]. Further, we will introduce a factor fuzzy
automaton obtained employing fuzzy equivalence and an afterset and a fore-
set fuzzy automaton obtained using fuzzy quasi-order on the set of states
of the given automaton. Finally, the two types of simulations between fuzzy
automata, named forward and backward simulations, will be observed. Con-
sidering four possible cases when a fuzzy relation and its inverse are forward
or backward simulations we will consider four types of bisimulations: for-
ward, backward, forward-backward and backward-forward bisimulations.
These concepts have been introduced by Ciri¢ et al. in [22].
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In the chapter three, we will provide efficient algorithms which decide
whether there exist any of the above-mentioned types of simulations/bisim-
ulations between the given fuzzy automata and compute the greatest one,
whenever it exists. The algorithms are based on the computing of the greatest
post-fixed point, contained in a given fuzzy relation, of an isotone function
on the lattice of fuzzy relations. At the end of this chapter, the work of the
algorithm would be illustrated by a few examples, which also show that no
type of bisimulations has a distinct advantage with respect to the others. In
other words, given examples show that between two fuzzy automata there
may exist the certain type of bisimulation, while there is no other of tree
types of bisimulations.

In the fourth chapter we will introduce two new types of bisimulations
for fuzzy automata, weak forward and weak backward bisimulations. Weak
forward and weak backward bisimulations provide better approximations
of the language-equivalence and when employed in the state reduction they
provide better reductions than forward and backward bisimulations. Here
we will propose the procedures for deciding whether there exist weak for-
ward or weak backward simulations and bisimulations, and for computing
the greatest ones, whenever they exist. Then weak bisimulations will be stud-
ied in conjunction with the concept of a uniform fuzzy relations. So called
uniform weak bisimulations between two fuzzy automata will be exam-
ined here and we will give their characterization in terms of isomorphisms
between their Nerode and reverse Nerode automata.

The state reduction of fuzzy automata will be studied in the fifth chap-
ter. The right invariant and the left invariant fuzzy quasi-orders and fuzzy
equivalences, introduced in [117] are, in general, equally good in the state
reduction of fuzzy automata, but in [117] it was also shown that right and
left invariant fuzzy quasi-orders give better reductions than right and left
invariant fuzzy equivalences. The new algorithm for computing the greatest
right (left) invariant fuzzy quasi-order (equivalence) for the given fuzzy au-
tomaton, based on the famous Paige-Tarjan’s coarsest partition problem [88]
will be introduced here. Afterwards, we will determine the complexity of this
algorithm and we will propose its modification- an algorithm for comput-
ing the greatest right invariant equivalence on the given non-deterministic
automaton.

At the end, I want to thank my mentor, Professor Jelena Ignjatovi¢, for the
generous help and friendly support during the preparation of this disserta-
tion and beyond, the professor Miroslav Ciri¢, for the constant motivation
and inspiration for scientific research. Moreover I want to thank to Mr.Ivan
Stankovi¢ for kind help in drafting of the program which implements the
results from the dissertation. Also I want to thank to my family and to all
people who have supported me and supplied the necessary understanding
during the preparation of the thesis.






Chapter 1
Fundamental concepts

In this chapter we introduce some basic notions and notations of the lattice
theory and the theory of fuzzy sets, as well as some fundamental properties
of the introductory concepts that will be used in our further work.

This chapter is composed of four sections. In Section 1.1, crisp relations
and their important types will be introduced and special attention will be
paid to partial orders and ordered sets. Afterwards, we will introduce notions
of the order preserving mappings, isomorphisms, and basic notions from the
lattice theory related to fuzzy sets. A notion of the residuated lattice, which
will be used as a structure of truth values for fuzzy automata and fuzzy
relations, and its properties will be presented in Section 1.2. In Section 1.3,
notions of a fuzzy set and a fuzzy relation will be given. In the same section,
we will define the inverse fuzzy relation, composition of fuzzy relations and
notions of fuzzy equivalence and fuzzy quasi-order relations. The special
type of fuzzy relations, called uniform fuzzy relations, will be introduced
in Section 1.4. The uniform fuzzy relations play an important role in the
theory of fuzzy simulations and bisimulations, and their main features will
be established in this section.

The terms and notations in this chapter will be introduced in accordance
with notions and notations from the following books: Blyth [5] and Birkhoff
[6] for Section Ordered sets and lattices, R. Bélohlavek [4] for Section Com-
plete residuated lattices and Section Fuzzy sets and relations. The notations
from Section Uniform fuzzy relation are according to the work of M. Ciri¢, J.
Ignjatovi¢, S. Bogdanovi¢[20].

1.1. Ordered sets and lattices

Let A be a non-empty set. A binary relation, or just a relation on A is any
subset R of the Cartesian product A x A.
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The special types of relations which are widely used are so called, trivial
relations and the identity relation given by:

- the empty relation, usually denoted by 0;
- the identity relation Ap = {(x,x)|x € A};
- the universal relation V4 = {(x,y)|x,y € A}.

Let R be a relation on a set A. If elements a,b € A are in a relation R, it can be
written (a,b) € R, or more usual aRb.

The composition of relations R and S on the set A is a relation RoS on A
defined by:

RoS={(a,c)e AxA|(Abe A)a,b)eR and (b,c) € S}.

The inverse relation of the given relation R on A is a relation R! on A defined
by:
R = {(a,b)|(b,a) € R}.

Given relation R on a non-empty set A is called:

(1) reflexive if (a,a) € R for every a € A, thatis, if Ay CR;
(2) symmetric if (a,b) € R implies (b,a) €R foralla,b€ A,ie, R"'CR;
(3) antisymmetric if (a,b) € R and (b,a) € Rimpliesa=0bforalla,b€ A, ie.,

R1INR= Ap;
(4) transitive if (a,b) € R and (b,¢) € R implies (a,c) e R foralla,b,c€ A, ie,

RoRCR.

A reflexive, symmetric and transitive relation on the non-empty set A is
called a equivalence relation on A. A reflexive, antisymmetric and transitive
relation on the non-empty set A is called a partial order on A, or briefly an
order on A. The order is usually denoted by <.

Thus < is an order on A if and only if :

(1) a<aforeverya€A;
(B) Ifa<bandb<aimpliesa=0bforalla,beA;
(4) Ifa<bandb<cimpliesa<cforalla,b,ceA.

A pair (A, <), where A is a non-empty set and < is an order on A is called a
partially ordered set or just an ordered set. For the sake of simplicity instead of
statement "(A, <) is a ordered set" we will use "A is an ordered set". Important
examples are:

Example1 Ordered set (IN, |), where IN is the set of natural numbers and
the relation | of divisibility, defined by m|n if and only if m divides #, is
an order on IN;

Example2  Ordered set (#(A),C), where Z?(A) is the set of all subsets of a
non-empty set A and the relation C of set inclusion is an order on #(A).
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A partially ordered set P is said to satisfy the descending chain condition
(briefly DCC) if every descending sequence of elements of P eventually
terminates, i.e., if for every descending sequence {ax}ien of elements of P
there exists k € N such that a; = a;,, for all I € N. In other words, P satisfies
DCC if there is no infinite descending chain in P.

If < is an order on A, then < denote the relation on A given by:

a<bifandonlyifa<banda#b,

and with > and > we denote the inverse of relations < and <, respectively.
An ordered < on A is a linear order on A if for every a,b € A holds a <b or
b <a. In this case A is a linearly ordered set.

A mapping ¢ from the ordered set A to the ordered set B s called isotonic or
order preserving if a < bimplies ¢(a) < ¢(b) for all a,b € A. Similarly, a mapping
¢ from the ordered set A to the ordered set B is called antitonic if a < b implies
¢(a) = ¢(b) for all a,b € A. A mapping ¢ is an isomorphism of ordered sets A
and B, or ordered isomorphism from A to B, if ¢ is a bijection from A to B then
¢ and ¢! both are isotonic mappings.

Let A be an ordered set. An element a € A is called:

- the minimal element of the set A, if x <a implies x = a for every x € A, that
is, if there is no element in the set A which is strictly smaller than a;

- the maximal element of the set A, if a < x implies x = a for every x € A, that
is, if there is no element in the set A which is strictly larger than g;

- the least element of the set A, if for every x € A holds a < x, i.e., if a is less
or equal than any element from A;

- the greatest element of the set A, if for every x € A holds x <4, i.e, ifa is
greater or equal than any element from A.

Let H be a non-empty subset of ordered set A. An element a € A is called:

the upper bound of the set H, if x <a for every x € H;

the lower bound of the set H, if a < x for every x € H;

the least upper bound or the supremum of the set H, if it is the least element
in the set of all upper bounds of H, in other words, if it is the upper bound
of H and for any upper bound b of the set H there holds a < b;
- the greatest upper bound or the infimum of the set H, if it is the greatest
element in the set of all lower bounds of H, in other words, if it is the
lower bound of H and for any lower bound b of the set H there holds b < a.

The supremum of the set H, if it exists, is denoted by \/ H, whereas the
infimum of H, if it exists, is usually denoted by A H. If H = {4;]i € I}, instead
of VV H and A H we can write, respectively:

\/ aj; and /\ a;.

iel iel
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An ordered set, such that every two-element subset has the supremum and
the infimum is called a lattice. It can be easily proven, by induction, that
every finite subset of a lattice has a supremum and infimum. However, for
an infinite subset of a lattice, it doesn’t have to be the case.

Let L be a lattice. Then, we can define two binary operations \/ and /A on
L, as follows here:

\/(a,b) =aVb and /\(a,b) =aAb.

Operations \/ and A are called union and intersection, respectively. Therefore,
\/ H is a union of the set H and a Vv b is a union of elements a and b, and similarly
A\ H is a intersection of the set H and a A b is a intersection of elements a and b.

Theorem 1.1. Let L be a lattice. Then for every a,b,c € L the following holds:

(L1) aAa=a, aVa=a (idempotents);

(L2) anb=bAa, aVvb=DbVa (commutativity);

(L3) (aAb)Ac=an(bAc), (avb)Vvc=aV (bVc) (associativity);
(L4) an(avb)=a, aV(aAb)=a (absorption).

The conditions (L1) — (L4) of the Theorem 1.1 are called the lattice axioms.

A subset X of the lattice L is called sublattice ifaAbe X and aV b € X for
all elements a,b € X.

For the lattice L and an element a € L, sublattices

[a)={xella<x} and (@@]={xeL|x<a}
are half-open intervals of the lattice L, and for all 4,b € L sublattices
(@a,by={xelLla<x<b} and [ab]={xella<x<b}

are the open interval and the closed interval, respectively.

If a non empty set L, together with arbitrary elements a,b € L contains
aAb, or avb then L is called A-sublattice (lower sublattice), or V-sublattice
(upper sublattice), respectively.

A non-empty subset I of a lattice L is called ideal if:

(1) x<aimplies x €I, for every elementacland x € L;
(2) avbel, forallabel.

It can easily be shown that subset I is an ideal of the lattice L if:
avbel ifand only if both a and b are elements of I.

The dual notion of this concept is the dual ideal. Therefore, a non-empty
subset D of a lattice L is the dual ideal if:

(1) a<ximplies x €I, for every elementa € D and x € L;
(2) aAbel forallabel.
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Leta € L. Notice that the half-open intervals (4] and [a), are the ideal and the
dual ideal of the lattice L, respectively, and they are called the principal ideal
generated by a and the principal dual ideal generated by a .

The least element of the lattice L, if it exists, is denoted by 0, and the
greatest element,if it exists, is denoted by 1. A bounded lattice is a lattice that
has the greatest element 1 and the least element 0.

It can easily be shown that on every lattice L the following conditions are
equivalent:

(L5) an(vec)y=@Aab)v(anc),forallab,ceL;
(L5) av(bAc)=(@Vb)A(@aVec), forallab,cel.

The lattice which satisfies any of previous conditions is called a distributive
lattice.

Let L be a bounded lattice with 0 and 1. An element b € L is called a
complement of a elementa € L if :

anb=0, avb=1.

In this case, a € L is the complement of the element b € L. As we can see,
the relation " to be a complement” is a symmetric relation. In every distribu-
tive lattice it can easily be shown that every element a € L has at most one
complement, which will be denoted with a” € L.

A bounded distributive lattice in which every element has a complement
is called a Boolean lattice. The mapping a — a’ is a unary operation on L called
complement operation.

As we mentioned before, every finite subset of a lattice has a supremum
and infimum. However, this is not necessarily true when a subset of the net-
work is infinite. A lattice, in which every subset (finite as well as infinite), has
a supremum and infimum is called a complete lattice. Clearly, every complete
lattice is bounded. A subset K of a complete lattice L is a complete sublattice
of L if supremum and infimun (in L) of every non-empty subset of K belongs
to K.

Most studied examples of lattices are:

Example1. The set IN of natural numbers is partially ordered set with re-
spect to the division relation, and with respect to this relation the set IN is
a lattice, where operations of infimum and supremum are defined by:

anb=gcd(a,b), and aVvb=Icm(a,b).

Example 2.  For every set A, the partitive set of the set A is denoted by &7(A).
This set is partially ordered with the inclusion relation, and with respect
to this relation ?(A) is a lattice. The operations infimum and supremum
are set intersection and set union, respectively. Zero and one are § and A,
respectively.

Example 3.  With &(A) denote the set of all equivalence relations on a non-
empty set A. This set is partially ordered with the inclusion relation, and
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with respect to that order it is a complete lattice. Namely, the operation of
infimum on &(A) is the operation of intersection of two relations, whereas
the operation of supremum is not a union of relations, because of the fact
that the union of two equivalences does not have to be an equivalence
relation. For an arbitrary non-empty subset B of &(A), the set (B) is the
sub-semigroup of the semigroup of binary relations on the set A generated
by B. Then (B) is equal to the set union of all relations from (B). Zero and
one are A4 and Vg4, respectively.

1.2. Complete residuated lattices

Fuzzy logic is a superset of conventional (Boolean) logic that has been ex-
tended to handle the concept of partial truth - truth values between "com-
pletely true" and "completely false". It is the logic underlying modes of rea-
soning which are approximate rather than exact. The importance of fuzzy
logic derives from the fact that most modes of human reasoning and espe-
cially common sense reasoning are approximate in nature.

In the fuzzy logic, each proposition assigns a truth degree taken from some
scale L of truth degrees. If propositions ¢ and 1) are assigned truth degrees
a and b, which are denoted by ||¢|| = a and [|{|| = b, then a < b means that ¢
is less true than . According to this, L is required to be partially ordered.
Further, it is convenient to require 0 to assign the truth value of "completely
false" and 1 to assign the truth value of "completely true". Therefore, L is
equipped with partial order < and 0 and 1 are the least and the greatest
element in L, respectively.

Let {@;]i € I} denote the set of propositions. The generalization of the clas-
sical bivalent logic, leads to the assumption that the truth value of expression
" there exists i such that ¢;" is a supreme of all truth values ¢;, that is, ||"there
exists i such that ¢;" || = Vg llpill (where ||| is a truth value of ¢). There-
fore, L is required to have arbitrary supremum and (dually ) infimum, i.e.
(L,<,0,1) is required to be a complete lattice.

Scale L needs to be equipped with (truth functions of) logical connectives.
As in classical logic, we need binary functions ® : L X L — L of conjunction
and —: L X L — L of implication.

Naturally, the conjunction should be commutative and associative. More-
over, the fact that the truth degree of conjunction of a proposition ¢ with a
fully true proposition ¢( [[{|| = 1) equals the truth degree of ¢, implies that 1
should be a natural element for ®. Thus, it is required (L,®,1) to be a com-
mutative monoid. Also, the desirable property of conjunction is monotony -
more true the propositions, more true their conjunction.

In the classical logic one of the most commonly used concept is modus
ponens. Modus ponens is an inference rule saying: if ¢ is valid and ¢ — ¢
is valid then we may infer that i is valid. An appropriate formulation of
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modus ponens in the fuzzy setting is the following: if ¢ is valid in degree
at least a and ¢ — v is valid in degree at least b then we may infer that ¢ is
valid in degree at least a®b.

Next, we want modus ponens to satisfy two points: it should be sound
and, at the same time, it should yield the highest possible estimation of
validity of 1. Soundness: The requirement of soundness says that when
evaluating formulas, if the truth degree of ¢ is at least a (a < [|pl|) and the
truth degree of ¢ — 1 is at least b (b < [l = ¥||) then the truth degree of
Y is at least as high as the degree obtained by modus ponens (a®b < [[i/]]).
Particularly, if ||¢l| = a and ||| = ¢, then since || = || = a — ¢, soundness
says that b <a — cimpliesa®b < c.

The highest possible estimation of validity of i: Let ||p|| = a and ||¢]| = c.
Then ||¢ = || =a — c and since we require soundness, a® (2 — c) needs to be
alower estimation of ¢,i.e. a® (2 — ¢) < c. Since ® is non-decreasing, the lower
estimation a® (a — c) is higher, higher is 2 — c. Since we want a® (a2 — c) to
be the highest possible estimation of ¢, a — ¢ needs to be the highest degree
for which a® (@ — c) < c. That is, if b is any truth degree for which a®b < ¢
then b <a — c. In other words, the requirement of the highest estimation of
validity of ¢ yields that a®b < c implies b <a — c.

According to this, — and ® should form an adjoint pair, i.e., they should
satisfy the adjunction property: for alla,b,c€ L,

a®b<c & a<b-c. (1.1)

The algebraic structure which satisfies all previous conditions is a complete
residuated lattice.
A residuated lattice is an algebra .Z = (L, A, V,®,—,0,1) such that:

(L1) (L,A,V,0,1) is a lattice with the least element 0 and
the greatest element 1,

(L2) (L,®,1)is a commutative monoid with the unit 1,

(L3) ®and — form an adjoint pair.

If, in addition, (L, A, V,0,1) is a complete lattice, then .# is called a complete
residuated lattice.

The operations ® (called multiplication) and — (called residuum) are in-
tended for modeling the conjunction and implication of the corresponding
logical calculus, and supremum (/) and infimum (/\) are intended for mod-
eling of the existential and general quantifier, respectively.

On the complete residuated lattice the following operations can be de-
fined:

biresiduum (or biimplication) :a & b= (a — b) A (b — a),
negation: —~a=a— 0,

n-th degree:a° =1 and a"*! = 4" ®a.
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Biimplication is the operation used for modeling the equivalence of truth
values, whereas the negation is used for modeling the complement of a truth
value.

The most studied and applied structures of truth values, defined on the
real unit interval [0, 1] with:

aAb=min(g,b) and aVb=max(a,b)
are: the Lukasiewicz structure:
a®b=max(@+b-1,0), a—b=min(l—-a+b,1),

the Goguen (product) structure:

1 ifa<b
®b=a-b, b= !
4 ? “= { b/a, otherwise,

and the Godel structure:

1, ifa<y,
a®b =min(a,b), a—b= .

b, otherwise.
Another important set of truth values is the set {ag,a1,...,44},0=ag <--- <
a, =1, with

Ak ®a; = Amax(k+l-n,0) AN G = 4] = Ain(u—k+1,n)-

A special case of the latter algebras is the two-element Boolean algebra
of classical logic with the support {0,1}. The only adjoint pair on the two-
element Boolean algebra consists of the classical conjunction and implication
operations. This structure of truth values we call the Boolean structure.

All structures: the Lukasiewicz, Goguen and Godel are residuated lattices
induced by t-norms.

t-norm is a binary operation on real [0,1] which is associative, com-
mutative, monotone and where 1 is unit element, that is ® is mapping
®:[0,1]x[0,1] = [0,1] which satisfies the following conditions:

@eb)®c=a®(bhxc),

a®b=b®a,
b1 <b, > a®b; <a®by,
a®l=a.

Generally, an algebra ([0,1],V,A,®,—,0,1) is a complete residuated lattice if
and only if ® is a left-continuous t-norm (i.e. [inn; 00 (2, ® ) = (liy— 001) @ b)
and then the residuum is defined by x —» y = \/{u € [0,1]|[u®x < y}.
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Here, we recall some important truth structures, which are residuated
lattices, but satisfy some additional conditions.

A residuated lattice .Z satisfying x® y = x Ay is called a Heyting algebra.
Moreover, if £ is a complete lattice, than it is called a complete Heyting algebra,
if the partial order in < in .% is linear, then . is a linearly ordered Heyting
algebra. The most important example of the linearly ordered Heyting algebra
is real unit interval [0, 1] with the Godel pair of adjoint operations, i.e. with
the standard minimum t-norm.

BL-algebra (Basic Logic Algebra) is a residuated lattice which satisfies the
condition a Ab =a® (a — b) (divisibility) and (@ — b) Vv (b — a) = 1 (prelinear-
ity).

MV-algebra (Multi Valued Algebra) is a BL-algebra in which a = —=—a (double
negation is allowed).

P-algebra (product algebra) is BL-algebra which satisfies (c — 0) - 0 < ((@®
¢)—> (b®c)) > (@—b)andaA(a— 0)=0.

G-algebra (Godel algebra) is BL-algebra which satisfies a®a = a (idempo-
tents).

Boolean algebra is a residuated lattice which is both the Heyting algebra
and the MV-algebra.

Because of its prominent monoid structures, in some papers the residu-
ated lattices are called integral, commutative, residuated I-monoids, whereas
some authors the notion of residuated lattice use for more general structures.

If every finitely generated subalgebra of a residuated lattice . is finite,
then . is called locally finite. For example, every Godel algebra, and hence,
the Godel structure, is locally finite, whereas the product structure is not
locally finite.

The following theorem recalls the basic properties of residuated lattices:

Theorem 1.2. For every residuated lattice the following holds:

b<a— (a®b), a<(@a—b)—b, (1.2)
a®@—b)<b, (1.3)
asb & a—-b=1, (1.4)
a—-a=1, a—>1=1, 1->a=aq, (1.5)
0—a=1, (1.6)
a®0=0®a=0, 1.7)
a®b<a, a<b-—oa, (1.8)
a®b<anb, (1.9)
a®b—c=a—- (-0, (1.10)
@-beb-o0c)<(@@—ro), (1.11)
a — b is the greatest element of {c|a®c < b} (1.12)

a®b is the least element of {cla <b — c}. (1.13)
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The next theorem shows that with respect to <, the operation ® is isotonic in
both arguments, the operation — is isotonic in the second and antitonic in
the first argument.

Theorem 1.3. In every residuated lattice the following holds:

by <b,=a®b; <a®by, (1.14)
by<by=a—-by<a— by, (1.15)
m<ap=ay—>b<a —b. (1.16)

In the sequel, some other properties of residuated lattices will be presented.

Theorem 1.4. In every residuated lattice the following inequalities hold:

a—-b<(anc)— (bAc), (1.17)
a—-b<(@ve)— (bVo), (1.18)
a—-b<@®c)— (bQc), (1.19)
a->bsb—-c)—>@—o), (1.20)
a—-b<(c—a)—> (c—>Db). (1.21)

The next theorem describes a relationship between operations V and A, for
any family of residuated lattice elements, and operations ® and —.

Theorem 1.5. The following assertions hold for every index set I:

ae(\/b)=\/@sb), (1.22)

a— FIA bi) :IA(a - b)), (1.23)
(\/ u,-l)d_) b= K(a,- —b), (1.24)
\7(%' —b) = (i a)) > b, (1.25)
al:; J\bi< /\(::; b;). (1.26)
A(ZZ - bi)lz (/\ai) = ( Q bi) (1.27)

i€l iel

Nai—by<(\/a)-(\/0;) (1.28)

iel i€l iel
\/(a —b)<a—(/\b) (1.29)
iel iel

Theorem 1.6. In every residuated lattice the following assertions hold:
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a—b=(a—b)—>b)—>b, (1.30)
a®@—b)=b & (Ao)a®c=b), (1.31)
a— @®by=b < (do)a—c=b), (1.32)
(b—-a)—a=b o (dc)c—>a=Db), (1.33)
(@anb)®(avb)<a®b, (1.34)
avb<((a—b) > b)A(b—a)—a), (1.35)
aANbza®(@a—Db), (1.36)
a®(b—c)<b—- (aQc). (1.37)

1.3. Fuzzy sets and fuzzy relations

The complete residuated lattice . will be the structure of truth values in
further text.

A fuzzy subset of a set A over £, or simply a fuzzy subset of A, is any
mapping from A into L. Ordinary crisp subsets of A are considered as fuzzy
subsets of A taking membership values in the set {0,1} C L.

Let f and g be two fuzzy subsets of A. The equality of f and g is defined
as the usual equality of mappings, i.e.,

f=ygifand only if f(x) =g(x), foreveryxeA.
The inclusion f < g is also defined pointwise:
f<ygifand only if f(x) <g(x), foreveryxe€A.

Endowed with this partial order the set .#(A) of all fuzzy subsets of A forms
a complete residuated lattice, in which the meet (intersection) A;¢; fi and
the join (union) V¢ f; of an arbitrary family {f;}ic; of fuzzy subsets of A are
mappings from A to L defined by

Aﬁ]m: N fi), (\/ﬁ](x) =\/ fiw),

i€l iel iel i€l

and the product f® g is a fuzzy subset defined by f® g(x) = f(x) ® g(x), for
every x € A.

The crisp part of afuzzy subset f € % (A)isacrisp subset f ={a € A| f(a) =1}
of A. It may be noted that many authors use the term "kernel" instead of the
term "crisp part” and denote "kerf" instead of f. However, in this work we
will use the term "kernel" in its usual meaning. Namely, the kernel of fuzzy
subset f of a set A, denoted by kerf, is an equivalence relation on A defined

by:
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kerf = ((x,y) € AX Al f(x) = f())-
The hight of fuzzy subset f, denoted by ||f||, is defined by:

A=\ f).

xeA

A fuzzy relation between sets A and B (in this order) is any mapping
from AxB to L, i.e. , any fuzzy subset of A X B, and the equality, inclusion
(ordering), joins and meets of fuzzy relations are defined as for fuzzy sets.
The set of all fuzzy relations between A and B will be denoted by Z(A, B).
In particular, a fuzzy relation on a set A is any function from AxAto L, ie.,
any fuzzy subset of A x A. The set of all fuzzy relations on A will be denoted
by Z(A).

The inverse(converse, or transpose) of a fuzzy relation ¢ € Z(A, B) is a fuzzy
relation p~! € Z(B, A) defined by

¢ }(b,a) = (a,b), forallac A and b € B.

A crisp relation is a fuzzy relation which takes values only in the set {0, 1}, and
if @ is a crisp relation of A to B, then expressions “@(a,b) =1” and ”(a,b) € ¢”
will have the same meaning.
The crisp part of fuzzy relation ¢, denoted by ¢ is a crisp relation which
satisfies:
@hed & ¢ab=1,

foreverya,be A.
For non-empty sets A, B, C and fuzzy relations ¢ € Z(A, B) and ¢ € Z(B, C),
their composition @ o1 is a fuzzy relation from Z#(A, C) defined by

(@o)a@d)=\/ pa )&, (1.38)

beB

for all 1€ A and c € C. Next, if f € F(A), ¢ € Z(A,B) and g € Z#(B), the
compositions fo@ and @ og are fuzzy subsets of B and A, respectively,
which are defined by

fop)®)=\/ f@epab), (@on@=\/p@bhegb), (139
acA beB

foreverya€ Aand b € B.
In particular, for fuzzy subsets f and g of A we write

fog= \/f(a)®g(a)- (1.40)

acA
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Let A, B, C and D be non-empty sets. Then for any @1 € Z(A,B), 2 € Z(B,C)
and @3 € Z(C,D) we have:

(pro@2) o3 =pio(p20¢3), (1.41)
and for g € Z(A, B), 1,92 € Z(B,C) and @3 € Z(C,D) we have that

p1<¢@p implies @oopi<poopz and @ropz<props.  (1.42)

Further, for any ¢ € %Z(A,B), y € Z(B,C), f € #(A), g€ .#(B) and h € #(C)
we can easily verify that

(fop)oy =fo(poy), (fop)og=fol(pog), (poy)oh=¢o(Poh), (1.43)

and consequently, the parentheses in (1.43) can be omitted, as well as the
parentheses in (1.41). Finally, for all ,¢; € Z(A,B), (i € I) and ¢, ¢; € Z(B, C),
(i € I) we have that

(o) =g toy™ (1.44)
po(\/vi)=\/@ow), (\/ei)ov=\/(piow) (1.45)
i€l i€l i€l i€l
(Vo) =\ (1.46)
iel iel

We note that if A, B and C are finite sets of cardinality |A| =k, |B| = m and
ICl = n, then ¢ € Z(A,B) and ¢ € Z(B,C) can be treated as kxm and m X n
fuzzy matrices over .Z, and @ o1 is the matrix product. Analogously, for
f €. F(A) and g € #(B) we can treat f o ¢ as the product of a 1 X k matrix f
and a kX m matrix ¢ (vector-matrix product), ¢ o g as the product of an k x m
matrix ¢ and an m X 1 matrix ¢', the transpose of g (matrix-vector product),
and f o g as the scalar product of vectors f and g.

A fuzzy relation R on A is said to be:

(R)  reflexive (or fuzzy reflexive) if R(a,a) =1, for everya € A;

(S) symmetric (or fuzzy symmetric) if R(a,b) = R(b,a), for alla,b € A;

(T) transitive (or fuzzy transitive) if R(a,b) ® R(b,c) < R(a,c), for all a,b,c € A.
It can easily be shown, that Ro R = R holds for any reflective and transitive

relation R on A.
For a fuzzy relation R on the set A, the fuzzy relation R* on A defined by

R® = \/ R".
neN

is the least transitive fuzzy relation on A containing R, and it is called the
transitive closure of R.
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A reflexive, symmetric and transitive fuzzy relation on A is called a fuzzy
equivalence. With the respect to the inclusion of fuzzy relations, the set £(A) of
all fuzzy equivalences on A is a complete lattice, in which the meet coincide
with the ordinary intersection of fuzzy relations, but in the general case, the
join in &(A) does not coincide with the ordinary union of fuzzy relations.

A fuzzy equivalence E on a set A is called a fuzzy equality if E(a,b) =1
impliesa =, for all a,b € A. In other words, E is a fuzzy equality if and only
if its crisp part Eisa crisp equality.

The equivalence class of fuzzy relation E on A determined by a € A is the
fuzzy subset E; of A defined by

Eq.(b) =E(a,b), foreverybeA.

The set A/E ={E,|a € A} is called the factor set of A w.r.t. E (cf. [4]). The natural
function from A to A/E is the fuzzy relation g € #Z(A,A/E) defined by

¢e(a,Epy) =E(a,b), foralla,beA.

A fuzzy relation on a set A which is reflexive and transitive is called a
fuzzy quasi-order, and a reflexive and transitive crisp relation on A is called
a quasi-order. As well as the set &(A), the set 2(A) of all fuzzy quasi-orders
on « is a complete lattice, in which the meet coincide with the ordinary
intersection of fuzzy relations and, in the general case, the join in 2(A) does
not coincide with the ordinary union of fuzzy relations. Namely, if R is the
join in 2(A) of a family {R;}ic; of fuzzy quasi-orders on A, then R can be

represented by:
R=(\/R)"=\/(\/R)"

iel neN iel

The R-afterset of a, a € A, is the fuzzy set R, € L defined by:
R4(b) =R(a,b), forany b € A,

while the R-foreset of a is the fuzzy set R* € LA defined by:
R(b) =R(b,n), forany b € A.

The set of all R-aftersets will be denoted by A/R, and the set of all R-foresets
will be denoted by A\R. Clearly, if R is a fuzzy equivalence, then A/R = A\R
is the set of all equivalence classes of R.

For a fuzzy quasi-order R on a set A, a fuzzy relation Er defined by
Er = RAR™ is a fuzzy equivalence on A, which is called a natural fuzzy
equivalence of R.

A fuzzy quasi-order R on a set A is a fuzzy order if R(a,b) = R(b,a) =1
impliesa =b, for all a,b € A, i.e., if the natural fuzzy equivalence Eg of Ris a
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fuzzy equality. Clearly, a fuzzy quasi-order R is a fuzzy order if and only if
its crisp part R is a crisp order.

If f is an arbitrary fuzzy subset of A, then fuzzy relations Ry and Rfon A
defined by

Ry(a,b) = f(a) > f(b), R/(a,b)=f(b)—> f(), (1.47)

foralla,b € A, are fuzzy quasi-orders on A.
Also, for arbitrary fuzzy subset f on A, the fuzzy relation E defined by:

Ef(a,b) = f(a) & f(b), abeA,

is a fuzzy equivalence on A.
The following theorem recalls some important features of quasi orders
and natural equivalences.

Theorem 1.7. Let R be a fuzzy quasi-order on a set A and E the natural fuzzy
equivalence of R. Then

(a)  For arbitrary a,b € A the following conditions are equivalent:

(1) E@b)=1;

(2) E.=Ey,
(3) R*=RY;
(4) R,=R,.

(b)  Functions R, = E;of A/Rto A/E, and R; — R® of A/R to A\ R, are bijective
functions.

If A is a finite set with n elements and a fuzzy quasi-order R on A is treated
as an n X n fuzzy matrix over ., then R-aftersets are row vectors, whereas
R-foresets are column vectors of this matrix. The previous theorem says that
i-th and j-th row vectors of this matrix are equal if and only if its i-th and
j-th column vectors are equal, and vice versa. Moreover, we have that R is a
fuzzy order if and only if all its row vectors are different, or equivalently, if
and only if all its column vectors are different.

The next lemmas recall some properties of fuzzy quasi orders and fuzzy
equivalences which will be needed in our further work.

Lemma 1.1. Let P,R € 2(A) be fuzzy quasi-orders on A. Then, relation P AR is
also a fuzzy-quasi order.

Lemma 1.2. Let E,F € &(A) be fuzzy equivalences on A. Then, relation E AF is
also a fuzzy equivalence.

Lemma 1.3. Let P,R € 2(A) and P < R. Then PoR=R.
Lemma 1.4. Let P,R € 2(A) and P < R. Then following holds for every a € A:

P(b,c) <R*c) — R*b), b,ceA.
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Proof. According to Lemma 1.3 we have Po Q = Q. Hence, for alla,b € A
PoR(b,a) = \/ P(b,0) 8 R(c,a) = R(b,a),
ceA

therefore, for alla,b,ce A
P(b,c)®R(c,a) < R(b,a),
which is by adjunction property equivalent to
P(b,c) < R(c,a) — R(b,a) = R*(c) — R"(b) = (R* < R*)(b,¢).
Therefore, P(b,c) < R*(c) - R*(b), for alla,b,ce A. O
Lemma 1.5. Let E,F € &(A) and E < F. Then for all a € A the following holds:
E(b,c) <F'(b) & F'(c), b,ceA.

Proof. It can be proved in the similar way as in the proof of Lemma 1.4 [J

1.4. Uniform fuzzy relations

Let A and B be non-empty sets and let E and F be fuzzy equivalences on A
and B, respectively. If a fuzzy relation ¢ € Z(A, B) satisfies:

(EX1) @(a1,b)®E(a1,a2) < p(ag,b), forall ay,ap € Aand b € B,
then it is called extensional with respect to E, and if it satisfies

(EX2)  @(a,b1)®F(by,b2) < @(a,by), for alla € A and by,b; € B,
then it is called extensional with respect to F. If ¢ is extensional with respect
to E and F, and it satisfies

(PFF) go(a,bl) ®(P(ﬂ, by) < F(by,by), for alla € A and bq,b; € B,

then it is called a partial fuzzy function with respect to E and F.
By the adjoint property and the symmetry the conditions (EX1) and (EX2)
are equivalent to:

(EX1)  E(a1,a2) < @(a1,b) & @lay,b), foralla;,a € Aand b e B,
(EX2)  F(by,b2) < pl(a,b1) & @(a,by), foralla e A and by, b, € B.

For any fuzzy relation ¢ € #Z(A, B) we can define a fuzzy equivalence Ef’;
on A by
Ef(ar,a2) = [\ p(a1,b) & ¢(ar,b), (148)
beB

for all aj,a; € A, and a fuzzy equivalence Eg on B by
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Ef(b1,bo) = [\ 9(a,b1) © 9(a,b), (149)
acA

for all by, by € B. They will be called fuzzy equivalences on A and B induced by
@, and in particular, Efx will be called the kernel of ¢, and Ez the co-kernel of ¢.

According to (EX1") and (EX2’), Efx and Ez are the greatest fuzzy equivalences
on A and B, respectively, such that ¢ is extensional with respect to them.

A fuzzy relation ¢ € #(A,B) is called just a partial fuzzy function if it is
a partial fuzzy function with respect to Ei and Eg . Partial fuzzy functions
were characterized in [20] as follows:

Theorem 1.8. Let A and B be non-empty sets and let ¢ € Z(A,B) be a fuzzy
relation. Then the following conditions are equivalent:

(1) o isa partial fuzzy function;
(2) @7 !isa partial fuzzy function;
B) ¢ lop<Ep;

4) @ogp ' <E};

(B) popTlop<q.

A fuzzy relation ¢ € #(A,B) is called an .Z-function if for each a € A there
exists b € B such that ¢(a,b) = 1 [36, 35], and it is called surjective if for each
b € B there exists a € A such that ¢(a,b) =1, i.e., if (p‘l is an .Z-function. For a
surjective fuzzy relation ¢ € Z(A, B) we also say that it is a fuzzy relation of
A onto B. If ¢ is an .Z-function and it is surjective, i.e., if both ¢ and ¢! are
Z-functions, then ¢ is called a sutjective £-function.

Let us note that a fuzzy relation ¢ € Z(A, B) is an .Z-function if and only
if there exists a function ¢ : A — B such that ¢(a,1(a)) =1, forallae A. A
function 1) with this property we will call a crisp description of ¢, and we
will denote by CR(¢) the set of all such functions.

An Z-function which is a partial fuzzy function with respect to E and F is
called a perfect fuzzy function with respect to E and F. Perfect fuzzy functions
were introduced and studied by Demirci [34, 35]. A fuzzy relation ¢ € Z(A, B)
which is a perfect fuzzy function with respect to Ef’; and Ez will be called
just a perfect fuzzy function.

Let A and B be non-empty sets and let ¢ € Z(A,B) be a partial fuzzy
function. If, in addition, ¢ is a surjective .Z-function, then it will be called
a uniform fuzzy relation. In other words, a uniform fuzzy relation is a perfect
fuzzy function having the additional property that it is surjective.

Next, we recall the characterizations of uniform fuzzy relation from [20]
which will be useful in our further work.

Theorem 1.9. Let A and B be non-empty sets and let ¢ € Z(A,B) be a fuzzy
relation. Then the following conditions are equivalent:

(1) @ is a uniform fuzzy relation;
(2) @ 'isauniform fuzzy relation;
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(B) o isasurjective L-function and ¢ o (p‘l op=¢q;

(4) o isasurjective L-function and Ef‘ =@o (p‘l ;

(5) @ isasurjective L-function and Eg = go—l o;

(6) @ isan ZL-function, and for all 1 € CR(¢@), a € A and b € B we have that:

VP is Eg—surjective and @(a,b) = Eg(lp(a), b);
(7) @ isan ZL-function, and for all € CR(p), a1,a2 € A we have that:
P is Eg—surjective and @(ay,P(az)) = Ez(al,a2).

Corollary 1.1. Let A and B be non-empty sets and let ¢ € %#(A,B) be a uniform
fuzzy relation. Then for all i € CR(@) and a,,a, € A we have that

Ef\(a1,@) = Ef ((1), (a2)) (1.50)

Let A and B be non-empty sets. According to Theorem 1.9, a fuzzy relation
@ € %(A,B) is a uniform fuzzy relation if and only if its inverse relation ¢~
is a uniform fuzzy relation. Further, from conditions (4) and (5) of the same
theorem, we have that the kernel of ¢! is the co-kernel of ¢ and conversely,
the co-kernel of ¢! is the kernel of ¢, that is

et _ e ot _ e
EB —EBandEA —EA

The following theorems will be very useful in our further work.

Theorem 1.10. Let A and B be non-empty sets, and let ¢ € F%(A, B) be a uniform
J;uzzy relation, let E = Ez and F = Eg, and let ¢ : AJE — B/F be the function given
Y
@(Eq) = Fy(), foranya e Aand i € CR(p). (1.51)
Then ¢ is a well-defined function (it does not depend on the choice of Y € CR(¢)
and a € A), it is a bijective function of A/E onto B/F and (¢)~' = ¢~ 1.

Theorem 1.11. Let A and B be non-empty sets, and let 1,2 € %(A, B) be uniform
fuzzy relations. Then the following conditions are equivalent:

1) e1<p2;
2 ¢t <erh

(3)  CR(p1) € CR(¢2) and EY' < E%?;
(4)  CR(¢1) € CR(¢2) and E}' < E}?.

As a direct consequence of the previous theorem we obtain the following
corollary which shows that a uniform fuzzy relation is uniquely determined
by its crisp representation and kernel, as well as by its crisp representation
and co-kernel.
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Lemma 1.6. Let A and B be non-empty sets, and let @1,92 € %(A, B) be uniform
fuzzy relations. Then the following conditions are equivalent:

(1) p1=¢2

2 ot =9y

(3)  CR(p1) = CR(¢2) and EY' = E%?;
(4)  CR(p1) = CR(¢2) and EY' = E}?.

The composition of two uniform fuzzy relations need not be a uniform
fuzzy relation. However, if the co-kernel of the first fact or of the composi-
tion is contained in the kernel of the second factor, then the composition is
uniform, as the following theorem shows.

Theorem 1.12. Let A, B and C be non-empty sets, and let ¢1 € Z(A,B) and @, €
#(B,C).

(1) If @1 and @, are surjective L-functions, then @1 o @ais also a surjective
Z-function.

(2) Ifeq a'nd Qo are unﬁormfuzzy relations such that Ezl < Egz, then @1 0 @y is
also a uniform fuzzy relation.






Chapter 2
Fundamentals of fuzzy automata

Study of fuzzy automata and languages was initiated in 1960s by Santos
[110, 111, 113], Wee [122], Wee and Fu [123], and Lee and Zadeh [80]. From
late 1960s until early 2000s mainly fuzzy automata and languages with
membership values in the Godel structure have been considered (cf., e.g.,
[38, 45, 84]). The idea of studying fuzzy automata with membership values
in some structured abstract set comes back to Wechler [121]. Nowadays,
fuzzy automata over complete residuated lattices, lattice-ordered monoids,
and other kinds of lattices are extensively studied. Fuzzy automata taking
membership values in a complete residuated lattice were first introduced
by Qiu in [96, 97], where some basic concepts were discussed, and later,
Qiu and his coworkers have carried out comprehensive research of these
fuzzy automata (cf. [98, 100, 124, 125, 126, 127, 128]). From a different point
of view, fuzzy automata over a complete residuated lattice were studied by
Ignjatovic, Ciri¢ and their coworkers in [22, 26, 27, 52, 53, 54, 56, 116].

Bisimulation is a binary relation between state transition systems (e.g.
automata), connecting systems which behave in the same way in the sense
that one system simulates the other and vice-versa. Bisimulations have two
main roles. First, they are used to model the equivalence between states
of two different automata and approximate the language-equivalence. As
we have already said, the problem of determining whether two given au-
tomata are language-equivalent is computationally hard, but we will see that
the problem of determining whether two given automata are Sbisimulation
equivalentT, i.e., whether there is a bisimulation between them, is solvable in
polynomial time. Hence, bisimulations are generally considered as the best
way to model the language-equivalence, because they give a close enough
approximation of the language-equivalence and are efficiently computable.

Bisimulations are also used to reduce the number of states of automata. To
illustrate the role of the state reduction, note that in real-life applications
of automata we typically start from an ordinary or fuzzy regular expres-
sion, which is then converted to a nondeterministic or fuzzy finite au-
tomaton (cf. [76, 116]). However, the practical implementation usually re-

25
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quires a deterministic finite automaton or a deterministic fuzzy finite au-
tomaton, and the obtained nondeterministic or fuzzy automaton has to be
determinized. On the other hand, determinization can cause an exponen-
tial blow up in the number of states, and in the case of fuzzy finite au-
tomata over certain structures of membership values (such as the prod-
uct structure), determinization can even result in an infinite automaton
(cf. [19, 53, 56, 65, 76]). That is why the number of states of a fuzzy finite
automaton has to be reduced prior to determinization.

Another important example that illustrates the significance of the state
reduction is modeling of discrete event systems. A discrete event system is
a dynamical system whose state space is described by a discrete set, and
states evolve as a result of asynchronously occurring discrete events over
time [24, 51]. Such systems have significant applications in many fields
of computer science and engineering, such as concurrent and distributed
software systems, computer and communication networks, manufacturing,
transportation and traffic control systems, etc. In many situations states and
state transitions, as well as control strategies, are somewhat imprecise, un-
certain and vague. To take this kind of uncertainty into account, Lin and
Ying extended classical discrete event systems to fuzzy discrete event systerms
by proposing a fuzzy finite automaton model [78, 79]. Fuzzy discrete event
systems have been studied in [29, 30, 31, 68, 78, 79, 72, 75, 99, 101], and
they have been successfully applied to biomedical control for HIV/AIDS
treatment planning, robotic control, intelligent vehicle control, waste-water
treatment, examination of chemical reactions, and in other fields.

Usually, a discrete event system is modeled by a deterministic or nonde-
terministic finite automaton, and recently by a fuzzy finite automaton, with
events modeled by input letters, and the behavior of a discrete event system
is described by the language or fuzzy language generated by the automa-
ton. Discrete event models of complex dynamical systems are built rarely in
a monolithic manner. Instead, a modular approach is used where models of
individual components are built first, followed by the composition of these
models to obtain the model of the overall system. In the automaton modeling
formalism the composition of individual automata (that model interacting
system components) is typically formalized by the parallel composition of
automata. Once a complete system model has been obtained by parallel com-
position of a set of automata, the resulting monolithic model can be used
to analyze the properties of the system, such as safety properties, blocking
properties, observability, diagnosability, controllability, etc. (cf. [24, 51]). The
main problem that may arise here is that the size of the state set of the par-
allel composition may in the worst case grow exponentially in the number
of automata that are composed. This process is known as the curse of di-
mensionality in the study of complex systems composed of many interacting
components. The mentioned problem may be mitigated if we adopt modular
reasoning, which can make it possible to replace components in the parallel
composition by smaller equivalent automata that are obtained by the state
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reduction of the components, and then to analyze a simpler system. For
example, such an approach has been applied in [117] in conflict analysis of
fuzzy discrete event systems.

The most common structures on which bisimulations have been stud-
ied are labelled transition systems, but they have also been investigated
in the context of deterministic, nondeterministic, weighted, probabilistic,
timed and hybrid automata. Recently, bisimulations have been discussed
in the context of fuzzy automata in [18, 22, 26, 27, 54, 94, 117, 118].In the
study of bisimulation for fuzzy automata, two general approaches can be
destinguish. The first approach, uses ordinary crisp relations and functions
[18, 94, 118]. Another approach, proposed in [26, 27, 54, 117], is based on
the use of fuzzy relations, which have been shown to provide better re-
sults both in the state reduction and the modeling of equivalence of fuzzy
automata. The same approach has been used in [22], in the study of simu-
lations and bisimulations between fuzzy automata, where simulations and
bisimulations have also been defined as fuzzy relations. There have been
introduced two types of simulations (forward and backward simulations)
and four types of bisimulations (forward, backward, forward-backward, and
backward-forward bisimulations).

In this chapter fuzzy automata with membership values in complete resid-
uated lattices will be considered. In the first section the notion of fuzzy
automata and fuzzy language will be stated. Also the definition of the left
(right) derivative of a fuzzy language and the definition of the minimal au-
tomaton of a fuzzy language will be given. Further, in Section 2.2., the crisp-
deterministic fuzzy automata will be discussed. As an significant member
of the class of all crisp-deterministic fuzzy automata, the Nerode fuzzy au-
tomaton will be presented. Moreover, the minimal crisp-deterministic fuzzy
automaton of fuzzy language will be defined and the derivative automaton
as the representative of this class will be discussed. In the Section 2.3. we
will present the factor, afterset and foreset fuzzy automata as well as their
main features. At the and of this chapter, simulations and bisimulations,
introduced in [22], will be observed.

The results in this section are presented according to the results given by
M. Ciri¢ et all. in [56, 22, 117].

2.1. Fuzzy automata

Without loss of generality, in further text we suppose that . is a complete
residuated lattice and that X is an (finite) alphabet.
A fuzzy transition system over £ and X is a pair &7 = (A,5?), where:

- Ais anon-empty set, called the set of states;
- 0 :AxXxA— Lisafuzzy subset of AX XX A, called the fuzzy transition
function.
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A fuzzy automaton over £ and X , or simply a fuzzy automaton, is a quadru-
ple & = (A,64,04,74), where:

- Aisanon-empty set, called the set of states;

- 0 :AxXxA— Lisafuzzy subset of Ax XX A, called the fuzzy transition
function;

- 0%4:A - Lis the fuzzy subset of A, called the fuzzy set of initial states;

- 1A — Lis the fuzzy subset of A, called the fuzzy set of terminal states.

In cases where it is clear which set of states is underlying for &, o4 and 4,
the superscript A will be omitted, i.e., instead of &/ = (A,(SA,GA,TA) we will
write simply.# = (A,0,0,7).
We can interpret 6(a,x,b) as the degree to which an input letter x €
X causes a transition from a state a € A into a state b € A, whereas we can
interpret o(a) and 7(a) as the degrees to which a is respectively an input state
and a terminal state. For methodological reasons we sometimes allow the
set of states A to be infinite. A fuzzy automaton whose set of states is finite
is called a fuzzy finite automaton.
Let X* denote the free monoid over the alphabet X, and let e € X* be the
empty word. The function 6 can be extended up to a function 0" : AX X* XA —
L as follows: If a,b € A, then

1, ifa=">
S*(a,e,b)={ ! 2.1
@e,b) { 0, otherwise, @1)
andifa,be A, ue X* and x € X, then
5" (a,ux,b) = \/ 8"(a,,¢) @ 5(c,x,b). 2.2)
ceA

By (1.22) and Theorem 3.1 [76] (see also [96, 100]), we have that
§*(a,uv,b) = \/ 5*(a,u,0)®5*(c,0,b), (2.3)
ceA

for all a,b € A and u,v € X*. In other words, if w = x1x5---x,, such that
X1,%X2,..,X, € X, then

Fawb=\/  8x,e)@c1,x,)® - ®(Cr1,Xub).  (24)

C1,0Cp—1 eAn-1
If for any u € X* we define a fuzzy relation 6, on A by
6u(ﬂ,b) = 6*(ﬂ,u,b), (25)

for all a,b € A, called the fuzzy transition relation determined by u, then (2.3)
can be written as
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Oup = 04 00y, (2.6)

for all u,v € X*. Equality (2.6) means that with respect to the composition of
fuzzy relations, the fuzzy transition relation is a semigroup. This semigroup
will be called the semigroup of transition of fuzzy automaton /.

Let &7 = (A,0,0,7) be a fuzzy automaton. Then 6, the crisp part of 0, is a
crisp subsetof AX X XA, andoandT, crisp subsets of 0 and 7, respectively, are

ordinary subsets of A. The automaton o = (A,6,0,7) is a nondeterministic
automaton which is called a crisp part of 7.

If 6 is a crisp subset of AX XX A, thatis, 0: AXXXA — {0,1}, and ¢
and 7 are crisp subsets of A, then %7 is an ordinary nondeterministic automa-
ton, which means that the notion of fuzzy automaton generalize the notion
of nondeterministic automaton. Precisely, nondeterministic automata are
fuzzy automata over the Boolean structure. They will also be called Boolean
automata. Clearly, the extension of the mapping disa crisp subset of AX X*x A.

If 6 is a mapping from Ax X — A, then &/ is ordinary deterministic au-
tomaton. Also, extension of the mapping 6 is mapping from A x X* to A. For
the deterministic automaton & = (A,0,0,7),a € A and u € X* the state 6(a,u)
will be denoted by au.

The reverse fuzzy automaton of a fuzzy automaton &7 = (4, 6,0, 7) is defined
as the fuzzy automaton & = (4,6,5,7) whose fuzzy transition function is
defined by :

S(ar,x,a2) = 8(an,x,a;) forallaj,am €A, x€X,

and fuzzy sets of initial and terminal states are 6 =t and T = 0.

Fuzzy automata &7 = (A, 64,04,1) and &’ = (A',(SA,,GA,,TA,) are isomor-
phicif there is a bijective function ¢ : A — A’ such that 5%(a,b) = 6?' (P(a), (D)),
foralla,b € A and x € X, and also, 0%(a) = oAl(gb(a)) and (1) = (p(a)), for
every a € A. It is easy to check that in this case we also have that

54(a,b) = 5% (p(a), p(b)), foralla,be A and u € X". (2.7)

A fuzzy language in X* over ., or briefly a fuzzy language, is any fuzzy
subset of X*, i.e., any function from X" into L. A fuzzy language recognized
by a fuzzy automaton o/ = (A,6,0,7), denoted as [[</]], is a fuzzy language in
F(X*) defined by

[ 1) = " ot

2.8
[/ M) = 0% 065, 067, 0085 o, 29
forany u=x1x;...x, € X*, where x1,xy,...,x, € X. In other words, the equality
(2.8) means that the membership degree of the word u to the fuzzy language
[«/]] is equal to the degree to which </ recognizes or accepts the word
u. Using notation from (1.39), and the second equality in (1.41), we can state
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(2.8) as
[ll(u)=00b,07 (2.9)

Fuzzy automata </ and & are called language equivalent, or sometimes just
equivalent, if [[/]] = [[#]].

Cardinality of a fuzzy automaton & = (A,(SA,GA,TA), in notation |&7|, is
defined as the cardinality of its set of states A. A fuzzy automaton & is
called minimal fuzzy automaton of a language f € .#(X") if it recognizes f
and |&7| < |#/’|, for any fuzzy automaton .7’ recognizing f. A minimal fuzzy
automaton recognizing a given fuzzy language f is not necessarily unique
up to an isomorphism. This is also true for nondeterministic automata.

For more information on fuzzy automata over complete residuated lattices
we refer to [27, 117, 52, 53, 54, 96, 100, 124, 127, 56]

2.2. Crisp-deterministic fuzzy automata

Let & = (A,0,0,7) be a fuzzy automaton over X and .Z. The fuzzy transition
function 6 is called crisp-deterministic if for every x € X and every a € A there
exists @’ € A such that 0,(a,a’) =1, and 6x(a,b) =0, for all b€ A\ {a’}. The
fuzzy set of initial states o is called crisp-deterministic if there exists a9 € A
such that 0(ap) = 1 and o(a) = 0 for every a € A\ {ap}. If both ¢ and 6 are crisp-
deterministic, then 7 is called a crisp-deterministic fuzzy finite automaton (for
short: cdffa).

Equivalently, we can define a crisp-deterministic fuzzy finite automaton
over X and . as a quadruple &7 = (4, 6,49, T), where A is a non-empty set of
states, 0 : AX X — Alis a transition function, ag € Ais aninitial stateand t: A — L
is a fuzzy set of final states.

The transition function 6 can be extended to a function 6* : AX X* — A as
follows: 6*(a,¢) = a, for eacha € A, and 0*(a, ux) = 6(6*(a,u),x), for everya € A,
u € X* and x € X. Also, we allow the set A to be infinite, and then &/ is called
a crisp-deterministic fuzzy automaton (for short: cdfa). The language of 7 is the
fuzzy language [[¢/]] : X* — L defined by

(L7 TI(u) = ©(6" (a0, u)) - (2.10)

for every u € X*. Obviously, the image of [[./]] is contained in the image of ©
which is finite if the set of states A is finite.

A fuzzy language ¢ : X* — Lis called cdffa-recognizable if there exists a crisp-
deterministic fuzzy finite automaton & over X and .# such that [[«/]] = ¢. We
also say that < recognizes .

Next, the Nerode automaton of a fuzzy automaton & = (4, 6,0, 7) is a crisp-
deterministic fuzzy automaton #4y = (Ay, 6N,of,TN), such that Ay = {oflu €
X*} where a{} =¢4 oéﬁ‘,for every u € X" and oy : AN XX — Ay and 1y €
F(AN) are defined with
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on(af,x) = ol (o) = oo,
for every u € X* and x € X. The automaton &y is language equivalent to
</ . The notion of Nerode automaton of a given fuzzy automaton was first
introduced by Ignjatovi¢, Ciri¢, Bogdanovi¢ and Petkovi¢ in [56], for fuzzy
automata over complete residuated lattices and lattice ordered moniods.

A crisp-deterministic fuzzy automaton <7 is called minimal crisp-deterministic
fuzzy automaton of a language f € #(X*) if it recognizes f and |<7| < |7’|, for
any crisp-deterministic fuzzy automaton &7 recognizing f.

Givenafuzzylanguage ¢ : X* — Land v € X*, we define the fuzzy language
v l¢: X* > Land pov~!: X* — L by letting v (1) = p(vu) and pov~(u) =
@(uv) for u € X*. The fuzzy language v™'¢ is called a left derivative, and the
fuzzy language v ™! a right derivative of ¢ with respect to .

For a fuzzy language ¢ : X* — L, let A, = {u~ ¢ | u € X*} denote the set of all
left derivatives of ¢, and let 6, : A, x X — A, and 1, : A, — L be mappings
defined by

Sp(p,x)=x"1Y and Tp(Y) = P(e), (2.11)

forevery i € A, and x € X. Then 2%, = (A, 04,9, T¢) is an accessible cdfa, and
itis called the derivative automaton of the fuzzy language ¢ [56, 52]. It has been
proved in [56] that the derivative automaton .%7, is finite if and only if the
fuzzy language ¢ is cdffa-recognizable. Namely, </, is a minimal cdfa which
recognizes ¢ [56]. An algorithm for construction of the derivative automaton
of a fuzzy language, has been also given in [56].

2.3. Factor and afterset fuzzy automata

Let o/ = (A,(SA,GA,TA) be a fuzzy automaton and let E a fuzzy equivalence
relation on A. The factor fuzzy automaton of &7 with respect to E is the fuzzy
automaton <7 /E = (A/E,64/E,6A/E TAIE) where: the set of state is A/E =
{Eal a € A}, the fuzzy transition relation OAE T AJEx XX AJE — L is defined

by:

SME(E,, x,Ep) = \/ E(a,d)®6%a,x,b')®EW,b) = Eq0 52 o Ey,
a’ beA

for every Eq, E, € A/E, and x € X, the fuzzy set cAEe 7 (A) of initial states is
defined by:
GA/E(EH) =g40E,, for every E, € A/E,

and the fuzzy set 4/ € .7 (A) of terminal states by:

TA/E(EH) =E, o014, for every E; € A/E.
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The fuzzy language [[<//E]] recognized by the factor fuzzy automaton
</ [E is given by
[/ /Ell(e) = " oEo?, 2.12)
[«//E]l(u) =c0Eo00y 0E0dy,0E---0E00,,0E0T, (2.13)
for u =x1x5...x, € Xt, where x1,x,,...,x, € X.

Here, we recall the results from [117], concerning factor fuzzy automata,
which will be useful in the further work.

Theorem 2.1. Let &7 = (A,(SA,GA,TA) be an automaton, and let E and F be fuzzy
equivalences on A such that E < F. Then a relation F/E € % (A/E) defined by:

F/E(E4 Ep) =F(a,b), E.E,€AJE. (2.14)

is a fuzzy equivalence on A/E, and the factor fuzzy automata (</ /E)/(F/E) and
o [F are isomorphic.

Theorem 2.2. Let o7 = (A,6%,04,1%) be a fuzzy automaton and E a fuzzy equiva-
lence on A.
The function @ : g(A) = &(A/E), where 6£(A) = {F € £(A) | E < F}, defined by

O(F) =F/E, forevery F € &£(A), (2.15)
is a lattice isomorphism, i.e., it is surjective and
F<G & OF)<D(G), forall F,G e Ee(A). (2.16)

For fuzzy automaton &7 = (A, 64,04,74) and fuzzy quasi-order R on A,
the fuzzy automaton </ /R = (A/R, SA/R GAIR TAIRY ywhere the set of states
A/R={R, | a € A}, the fuzzy transition function 6*/R : A/Rx Xx A/R — L is
given by

YRR, x,Ry) = \/ R(a,a') @5, x,b')®R(V,b), 2.17)
a’ beA
or equivalently
5YR(Ry,x,Rp) = (R0 6% 0 R)(a,b) = Ry 052 o RY, (2.18)
for all R;,R, € A/R and x € X, the fuzzy set 04/R € LA/R of initial states is
defined by
MR = \/ o (@)®R@,0) = (0" oR)@) =0 oR", a€A;  (219)
a’eA

AR ¢ LA/R

the fuzzy set 7 of terminal states is defined by
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AR(R,) = \/ R(a,d)®7t4@) = (Rot)@) =R,014, acA,  (2.20)

a’eA

is called the afterset fuzzy automaton of & w.r.t. R.
The fuzzy language [[.//R]] recognized by the afterset fuzzy automaton
</ [Ris given by

[« /RIl(e) = 0" o Rot?,

e/ /R1(u) = GAORO(Sf1 ORO(Sf2 ORO---ORO(Sf” oRot4, (221)
for every u = x1x2...x, € X*, where x1,x2,...,x, € X.

Let us note that previous equation follows directly from the definition
of the afterset automaton 27/R and the fact that RoR = R for every fuzzy
quasi-order R.

Analogously, for a fuzzy automaton &/ = (A, 64,04,14), the foreset fuzzy
automaton of </ w.rt. R is a fuzzy automaton o \R = (A\R,54\R,gA\R 7A\R)
with:

the set of states A\R = {R? | a € A}, the fuzzy transition function SAR
defined by
SMR(RY, x, RY) = \/ R(a,a')®5a’,x,b") @RV, b)
a’ beA
=(Rod840R)(a,b) =R,0540R", (2.22)

for all for any R?,R? € A\R and x € X, a fuzzy set 0*'\R € LA\R of initial states
is given by

oMR(R = \/ (@ )®R(@,a) = (6? oR)@) =0 oR?, R € A\R, (2.23)
a’€eA

and the fuzzy set 4\R € LA\R

of terminal states is given by
MR(RY) = \/ R(a,a)®1t4 (@)= (Rot?)@)=R,01?, R'eA\R. (2.24)

a’eA
It can easily be shown that:

Theorem 2.3. For any fuzzy quasi-order R on a fuzzy automaton <f the afterset
fuzzy automaton </ | R and the foreset fuzzy automaton <7/ \R are isomorphic.

In view of the previous theorem, in the rest of this section we will consider
only afterset fuzzy automata. We will see in the following example that the
factor fuzzy automata </ /Eg of &/ , w.r.t. the natural fuzzy equivalence Eg
of R, is not necessary isomorphic to fuzzy recognizers </ /R and </\R, but
by (b) of Theorem 1.7, it has the same cardinality as </ /R and </\R, and if
[ = [[«Z/R]I(= [[«/\R]]), then we also have that [[«/]] = [[«//ER]l.
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Example 2.1. Let .Z be the Boolean structure, and let & = (A,6,0,7) be a
fuzzy automaton over .Z, where A ={1,2,3}, X = {x,y}, and fuzzy transition
relations o, 0, 6y and 7 are given by

100 100 1
o:[lll], 5:=[000], o,=[110|, *=|0].

000 100 0

The fuzzy quasi order R on A and its natural fuzzy equivalence Ey are given

by
111 100
011|, Eg=|011].

011 011

R=

The afterset fuzzy automaton 27/R is not isomorphic to the factor fuzzy
automaton 7 /Eg , since:

111 100
Rod,oR=|111f, EgrodyoEr=|111]|.
111 111

For a fuzzy automaton </ = (4,6,0,7) and a fuzzy quasi-order R on A we
can define the fuzzy automaton «|R = (A,c4R, 4R 74IR) where the set of
states, the input alphabet, the fuzzy set of initial states and the fuzzy set of
final states are the same as in the original automaton, and the fuzzy transition
function is defined as follows:

R (a,x,b) = (Ro 6y 0R)(a,b), foralla,beAand x e X.

The following theorem is a result from [117] and it presents a version of the
well-known Second Isomorphism Theorem, concerning fuzzy automata and
fuzzy quasi-orders on them.

Theorem 2.4. Let o/ = (A,d,0,7) be a fuzzy automaton and let R and S be fuzzy
quasi-orders on A such that R < S. Then a fuzzy relation S/R on </ [ R defined by

S/R(Rq,Rp) = S(a,b), forall a,beA, (2.25)

is a fuzzy quasi-order on &/ [R and fuzzy recognizers </ |S, (#/ /R)/(S/R) and
(27 /R)/S are isomorphic.

Let us note that if & is a fuzzy automaton, A is its set of states, and R, S
and T are fuzzy quasi-orders on A such that R< S and R < T, then

S<T & S/R<T/R, (2.26)

and hence, a mapping @ : Zr(A) = {S € 2(A)|IR < S} = 2(A/R), given by
@:5 — S/R, is injective (in fact, it is an order isomorphism of Z(A) onto a
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subset of 2(A/R)). In particular, for a fuzzy quasi-order R on A, the fuzzy
relation R/R on A/R will be denoted by R. It can be easily verified that R is
a fuzzy quasi-order on A/R, and if E is a fuzzy equivalence on A, then E is a
fuzzy equality on A/E.

As we maintained in Section 2.1., for a given fuzzy automaton & =
(A,6,0,7) over X and .Z the fuzzy language recognized by </ is:

L/l0) =" 07,
L1 = " 064, 0 52 0---0 62

Xn °© TA’
for any u = x1xp---x, € X*.

According to this and equality (2.21), we obtain that the fuzzy automaton
&/ and the afterset automaton .2//R are equivalent, i.e. they recognize the
same language if and only if the fuzzy quasi-order R is a solution to a system
of fuzzy relation equations:

ddotd =04 oRo1?,

GAO(Sfl 0(3?2 0---06?;1 otf = O'AORO(S‘;“l ORO(Sf2 ORO---ORO(S?H oRot4,
(2.27)
foralln € N and x1,x3,---,x, € X.

The general system has at least one solution in 2(A), the equality relation
on A. It will be called the trivial solution. To attain the best possible reduction
of A, we have to find the greatest solution to the general system in 2(A), if
it exists, or to find as big solution as possible. However, the general system
does not necessary have the greatest solution and also, it may consist of
infinitely many equations, and finding its nontrivial solutions may be a very
difficult task. For that reason we will aim our attention to some instances of
the general system. These instances have to be as general as possible, but
they have to be easier to solve. From a practical point of view, these instances
have to consist of finitely many equations. The next theorem shows some
properties of the set of all solutions to the general system.

Theorem 2.5. Let o/ = (A,0,0,7) be a fuzzy automaton.

The set of all solutions to the general system in 2(A) is an order ideal of the
lattice 2(A).

Consequently, if a fuzzy quasi-order R on A is a solution to the general system,
then its natural fuzzy equivalence ER is also a solution to the general system.

The following example shows that there are fuzzy quasi-orders which are
not solutions to the general system, but their natural fuzzy equivalences are
solutions to this system.

Example 2.2. Let £ be the Boolean structure, let o7 = (A,(SA,GA, ™)bea fuzzy
automaton over .Z, where A = {1,2,3}, X = {x,y}, and 6?, 6‘;‘, o4 and 74 are
given by
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100 010 1
s¢=[000[, &f=|111|, o*=[111], *=|0|,

000 100 1

and consider a fuzzy quasi-order R on A given by

111
011y.

001

R =

Then we have that
GAORO(SfORO(SﬁOROTA =1 ¢0=0A06§?06;107A,

so R is not a solution to the general system, but its natural fuzzy equivalence
Eg is the equality relation on A, and hence, it is a solution to the general
system.

The next example demonstrates one shortcoming of state reductions by
means of fuzzy quasi-orders and fuzzy equivalences. Namely, we show that
for some fuzzy automata no reduction will result in its minimal automaton.

Example 2.3. Let .Z be the Boolean structure and &/ = (A,64,04,7%) a fuzzy
automaton over .%, where |A| =4, X = {x}, and 64,064, and 4 are given by

1000 0
0001 0

A _ A _ A _

5% =loooolr © _P100L =
0000 1

It is easy to check that for each u € X* the following is true:

0 ifu=coru=x"forn=2,
1 fu=x,

(Lo N(u) = {

(in fact, &7 is a nondeterministic automaton and [[</]] is an ordinary crisp
language consisting only of the letter x). If % = (B,6%,0%,7%) is a fuzzy au-
tomaton over . with |B| =2, and

6§=Bé} of =[10], TBZE}

then 2 recognizes [[/]], and it is a minimal fuzzy automaton of [[«/]], since
[«7]] can not be recognized by a fuzzy automaton with only one state.
Consider now an arbitrary fuzzy equivalence
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1 a2 a13 214
_|m2 1 a3 an4
T azas 1 azy

a14 24 a34 1

on A, and suppose that E is a solution to the general system corresponding
to the fuzzy automaton 7. We will show that E can not reduce </ to a fuzzy
automaton with two states.

First, by 0A0Eot =ayVay and 62 oEotd =gt o014 = [[]l(e) = 0 it
follows a3 = ap4 = 0. Next, reflexivity and transitivity of E yield EoE = E,
what implies

a1p Aaz =0, a1p=0 or a13=0 (2.28)
a1p Aag =0, a1p=0 or a;4=0 (2.29)
a3V (a1a Aasg) =a13, ie, a3 =0 implies a14=0 or a3 =0, (2.30)
a4V (a13 A azq) = a1a, a14 =0 implies a13=0 or a34 =0, (2.31)
asy V (a13 A ay4) = asg, a3y =0 implies a;3=0 or a14=0. (2.32)

If a5 =1, then by (2.28) and (2.29) we obtain a;3 = a14 = 0, and hence

1100 1100
1100 1100
E=loo10] ©° E=|oo11|
0001 0011

However, none of these two matrices is a solution to the general sys-
tem. Therefore, we conclude that a1, = 0. According to (2.30), (2.31) and
(2.32), we distinguish the following five cases

a3 =a14=0a3 =0,

mz=a14=0, ax=1,
mz=a3=0, app=1,
ag=a3=0, a3=1,

a3 =a14=4a34 =1,

and we obtain that E has one of the following forms

1000 1000 1001 1010 1011

0100 0100 0100 _|0100 0100
E_OOIO’E_OOII’ 0010’ 1010’ 1011'(2'33)

0001 0011 1001 0001 1011

In the first case, E is the equality relation, and it does not provide any
reduction of &7, and in the second and fourth case, it can be easily verified that
E is a solution to the general system, but it reduces .7 to a fuzzy automaton
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with three states. Finally, in the third and fifth case, E is not a solution to the
general system, since

04 0FE0880EodloEotd =1#0=0"06206%01s

x*

Therefore, any state reduction of & by means of fuzzy equivalences does
not provide fuzzy automaton with less than three states.

2.4. Simulations and bisimulations between fuzzy automata

Let o = (A,6%,04,74) and & = (B, 58,08, 7B) be fuzzy automata, and let y €
Z(A,B) be a non-empty fuzzy relation. We call y a forward simulation if it
satisfies

ot <oboyT, (fs-1)
ylost<oBoy™t, foreveryxeX, (fs-2)
y ot < 1B, (fs-3)

and a backward simulation if

™ <yo1b, (bs-1)
S4oy<yodd, foreveryxeX, (bs-2)
oy <db. (bs-3)

Furthermore, we call y a forward bisimulation if both y and y~! are forward
simulations, i.e., if y satisfies

0A<oBoy_1, GB<0A07/,

(fb-1)
ylost<oBoy™, yosl<ofoy, foreveryxeX, (fb-2)
ylotd < 1B, yotP <14, (fb-3)

and a backward bisimulation, if both y and )/_1 are backward simulations, i.e.,
if y satisfies

A B B< -1

T<<yot’, <Ky ot

(bb-1)
Aoy<yodd, 6Boyt<ylosd, foreveryxeX, (bb-2)
ooy <db, oPoy <ot (bb-3)
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Also, if y is a forward simulation and y~! is a backward simulation, i.e., if y
satisfies

ot <oboy™, <y tord, (fbb-1)
ylosd =680y, for every x € X,

(fbb-2)
0_B oy_l < GA, )/_1 o,[A < TB, (fbb-3)

then y is called a forward-backward bisimulation, and if y is a backward simu-
lation and )/‘1 is a forward simulation, i.e., if

o® <aoy, ™ <yorh, (bfb-1)
Aoy =yods, for every x € X,

(bfb-2)
oy <ot yorl <, (bfb-3)

then y is called a backward-forward bisimulation.

For the sake of simplicity, we will call y just a simulation if y is either
a forward or a backward simulation, and just a bisimulation if y is any of
the four types of bisimulations defined above. Moreover, forward and back-
ward bisimulations will be called homotypic, whereas backward-forward and
forward-backward bisimulations will be called heterotypic. Moreover, for any
w € {fs,bs, fb,bb, fbb,bfb}, a fuzzy relation y which satisfies (w-1), (w-2) and
(w-3) will be called simply a simulation/bisimulation of type w.

Fig. 2.1 Forward and backward simulation

The meaning of forward and backward simulations can be best explained
in the case when o/ and % are nondeterministic (Boolean) automata. For
this purpose we will use the diagram shown in Figure 1. Let y be a forward
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simulation between o/ and % and let ay,4ay,...,a, be an arbitrary successful
run of the automaton & on a word u = x1x2---x, (x1,%2,...,%, € X), i.e., a

sequence of states of <7 such thatag € o, (ay, a41) € 6?,”1, for0<k<n-1,and

a, € 4. According to (fs-1), there is an initial state by € 0P such that (ag, bo) €
y. Suppose that for some k, 0 < k <n—1, we have built a sequence of states
bo,b1,...,br such that (bj_1,b;) € (Si and (a;,b;) € y, for each i, 1 <i < k. Then
(br,axs1) €y~ Lo (3?“1, and by (fs-2) we obtain that (by,ax.1) € 6,’fkﬂ oy, so

there exists by, 1 € Bsuch that (b, by,1) € 6§k+ . and (ay1,bx+1) € y. Therefore, we

have successively built a sequence by, by, ..., b, of states of 2 such that by € o8,
(b, br1) € 6fk+1, for every k, 0<k<n-1, and (a,bx) €y, for each k, 0 <k <
n. Moreover, by (fs-3) we obtain that b, € 8. Thus, the sequence by, by, ..., by
is a successful run of the automaton % on the word u which simulates the
original run ag,ay, ...,a, of &/ on u. In contrast to forward simulations, where
we build the sequence by,b,...,b, moving forward, starting with by and
ending with b,, in the case of backward simulations we build this sequence
moving backward, starting with b, and ending with by. In a similar way
we can understand forward and backward simulations between arbitrary
fuzzy automata, taking into account degrees of possibility of transitions and
degrees of relationship.

Given fuzzy automata </ = (A,64,04,74) and % = (B,58,08,7B), a fuzzy
relation y € %(A, B) is a backward simulation between fuzzy automata &/
and # if and only if it is a forward simulation between the reverse fuzzy
automata .f and 4. Therefore, forward and backward simulations, forward
and backward bisimulations, and backward-forward and forward-backward
bisimulations, are mutually dual concepts, what means that for any state-
ment on some of these concepts which is universally valid (valid for all fuzzy
automata) there is the corresponding universally valid statement on its dual
concept.

It is clear that bisimulation is a fuzzy relation which realizes simulation
of a fuzzy automaton by another,and its inverse realizes there verse simula-
tion. However, bisimulation is a more restrictive concept than the two-way
simulation, by which we mean a pair of simulations of a fuzzy automaton to
another,and viceversa, which are not necessarily mutually inverse. Thus,the
following example demonstrates a pair of fuzzy automata /' and % such
that there are forward simulations between & and % and between % and
</, but there is no any forward bisimulation between ./ and %.

Example 2.4. Let .2 be the Godel structure, and let o/ = (A,64,04,74) and
A = (B,68,08,7P) be fuzzy automata over . and X = {x,y} with |A| =3,
|B] =2 and

1 0304 0.50.60.2 1
oh=[001], &f=]051 03|, 55 =]060304| v*=|1].

040.60.7 0707 1 1
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B _ p_[106] 4 _[0606] 4 _[1
o =[071], 5’(_[0.60.7’ %=loz 1| T |

We have that fuzzy relations

1 0.
1 107
1 07|, (p:[ ]
06 17} 0606 1

(p:

are, respectively,the greatest forward simulation between &/ and %, and
viceversa, but there is no forward bisimulation between .« and %. Indeed,
let a be an arbitrary fuzzy relation between 27 and % such that ¢ <a, i.e,,
la
a=|1b|, with a>0.7, b>0.7 and c¢>0.6.
cl

Ifalo 6? < 65 oa”!, then we easily obtain that 1 < 0.7, <0.7,and ¢ < 0.7,
what means thata =b = 0.7 and 0.6 < ¢ < 0.7. Moreover, if a1 o 6;‘ < 65 oa’l,
then we obtain that ¢ < 0.6, and hence, c = 0.6. Therefore, we have proved
that a = ¢, and so ¢ is the greatest forward simulation between ./ and .
In a similar way we show that ¢ is the greatest forward simulation between
2 and </ . Suppose now that f8 is an arbitrary forward bisimulation between
«/ and #. Then B<p and B< ¢, ie, <@ A¢~!, what implies

106
aAoﬁzaAo(<pA¢—1)[100]o[ 106

=10.61|<|0.7 1| = ¢®.
L osi=[os1]<[o7]=0

This contradicts our assumption that § is a forward bisimulation. Hence,there
is not any forward bisimulation between </ and .

In numerous papers dealing with simulations and bisimulations, forward
simulations and forward bisimulations have been mostly studied. They have
been usually called just simulations and bisimulations, or strong simulations
and strong bisimulations (cf. [72,73,91]). The greatest bisimulation equiva-
lence relation has been usually called the bisimilarity. Automata between
which there is a bisimulation have been often called bisimilar. Distinction
between forward and backward simulations, and forward and backward
bisimulations, has been made, for instance, in [12,35,68] (for various kinds of
automata), but less or more these concepts differ from the concepts having
the same name which are considered here. More similar to our concepts of
forward and backward simulations and bisimulations are those studied in
[11], and in [36,37] (for tree automata).

For more information about bisimulations we refer to [1, 24, 40, 44, 77,
82, 83,103, 109].






Chapter 3

Computation of the greatest simulations and
bisimulations between fuzzy automata

As it is mentioned earlier the simulations and bisimulations, introduced
in [22] play significant role in the theory of bisimulations for fuzzy automata
over complete residuated lattices. In [22] it has been proved that if there is at
least one simulation/bisimulation of some of these types between the given
fuzzy automata, then there is the greatest simulation/bisimulation of this
kind. However, there has not been given any efficient algorithm for deciding
whether there is a simulation/bisimulation of some of these types between
the given fuzzy automata, and for computing the greatest one, if it exists. In
[22] a theorem has been proved which can be used just for checking the
existence of a uniform forward bisimulation (i.e., a complete and surjective
forward bisimulation) between the given fuzzy automata. According to this
theorem, there is a uniform forward bisimulation between fuzzy automata .o/
and & if and only if there is a special isomorphism between the factor fuzzy
automata of & and % with respect to their greatest forward bisimulation
fuzzy equivalences. Using the algorithm provided in [27], in numerous cases
we can efficiently compute the greatest forward bisimulation fuzzy equiva-
lences E on <7 and F on %. Then we can construct factor fuzzy automata .o/ /E
and %/F, and check whether there is an isomorphism between them that sat-
isfies an additional condition stated in [22]. But, even when we are able to
efficiently compute the greatest forward bisimulations E and F and construct
the factor fuzzy automata </ /E and #/F, it may be difficult to determine
whether there is an isomorphism between &7 /E and %/F that satisfies this
additional condition. This problem comes down to the well-known graph iso-
morphism problem, which is one of the few important algorithmic problems
whose rough computational complexity is still not known, and it is generally
accepted that it lies between P and NP-complete if P#NP (cf. [115]). Fortu-
nately, although no worst-case polynomial-time algorithm is known, testing
graph isomorphism is usually not very hard in practice.

In this chapter, for any of the types of simulations/bisimulations, intro-
duced in the Chapter 2, we will provide an efficient algorithm for deciding

43
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whether there is a simulation/bisimulation of this type between the given
fuzzy automata, and for computing the greatest one, whenever it exists. The
algorithms are based on the method developed in [55], which comes down
to the computing of the greatest post-fixed point, contained in a given fuzzy
relation, of an isotone function on the lattice of fuzzy relations. Namely,
for each type of simulations and bisimulations we will determine the cor-
responding isotone and image-localized function ¢ on the lattice of fuzzy
relations, as well as the corresponding initial fuzzy relation 7, and the com-
puting of the greatest simulation/bisimulation of this type we will reduce to
the the computing of the greatest post-fixed point of ¢ contained in 7. This
is an iterative procedure by which we will successively build a decreasing
sequence of relations, starting from the relation 7 and using the function ¢. If
this sequence is finite, then it stabilizes and its smallest member is exactly
the fuzzy relation which we are searching for, the greatest post-fixed point
of ¢ contained in 7. We will determine sufficient conditions under which
this sequence is finite, when our algorithm terminates in the finite number
of steps (cf. Theorem 3.4), as well as sufficient conditions under which the
infimum of this sequence is exactly the fuzzy relation which we are searching
for (cf. Theorem 3.6). Modifying the algorithms for computing the greatest
simulations and bisimulations we will provide algorithms for computing
the greatest crisp simulations and bisimulations between fuzzy automata
(cf. Proposition 3.1). These algorithms always terminate in a finite number
of steps, independently of the properties of the underlying structure of truth
values, but we will show that there are fuzzy automata such that there is a
simulation or bisimulation of a given type between them, and there is not
any crisp simulation/bisimulation of this type (cf. Example 3.1).

The chapter will be composed of three sections. In Section 3.1. right and
left residuals of fuzzy relation will be discussed. Using residuals for any of
the above mentioned simulations and bisimulations we will define the cor-
responding function on the lattice of fuzzy relations. Section 3.2. will contain
main results on the computing of the greatest simulations and bisimulations
between fuzzy automata. In Section 3.3. we will present examples which
demonstrate the application of the algorithms and clarify relationships be-
tween different types of simulations and bisimulations.

It is worth noting that algorithms for deciding whether there are simula-
tions and bisimulations between nondeterministic automata, and the com-
puting of the greatest simulations and bisimulations, if they exist, were
given in [21, 70]. Various algorithms for the computing of the greatest
bisimulation equivalences on labelled transition systems can be found in
[40, 44, 67, 88, 102, 105].

The results from this chapter are published in [23].

The results in this chapter are original and are closely relates to the results
of Ignjatovi¢ et all. in [57].
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3.1. The residuals

Here, we introduce several notions and notation that will be used in the
chapter.

For non-empty sets A and B and fuzzy subsets n € .#(A) and & € .#(B),
fuzzy relations n\& € Z(A,B) and 1/ & € (A, B) are defined as follows

(M\&)(a,b) = (nla) — &(b)), B.1)
(m/&)a,b) = (E(b) — n(a)), (8.2)

for arbitrary a € A and b € B. Let us note that n/& = (£\n) L.
We have the following.

Lemma 3.1. Let A and B be non-empty sets and let n € F(A) and & € F (B).

(a)The set of all solutions to the inequality no x < &, where x is an unknown fuzzy
relation between A and B, is the principal ideal of %(A, B) generated by the fuzzy
relation 1/&.

(b)The set of all solutions to the inequality x o & < 1, where x is an unknown fuzzy
relation between A and B, is the principal ideal of 72(A, B) generated by the fuzzy
relation n\¢&.

Proof. These are the well-known results by E. Sanchez (cf. [106, 107, 108]). O

Note that (/&) A (n\&) = &, where 1|€ is a fuzzy relation between A and
B defined by

(&)@, b) = (n(a) & &(b)), (3.3)

for arbitrarya€ A and b € B.

Next, let A and B be non-empty sets and let a € #Z(A), p € Z(B) and
y € #(A,B). The right residual of y by «a is a fuzzy relation a\y € Z(A,B)
defined by

(@\y)(a,b) = /\ (a(@,a) - y@,b)), (3:4)
a’€eA

for all a € A and b € B, and the left residual of y by p is a fuzzy relation
v/B € %(A,B) defined by

YIBYab) = [\ (BO) = y@b)), (35)

V'eB

for alla € A and b € B. We think of the right residual a\y as what remains of
y on the right after “dividing” y on the left by @, and of the left residual y/f
as what remains of y on the left after “dividing” y on the right by . In other
words,

aoy' <y & V' <a\y, Yoy e Yy <y/B (3.6)
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for all a« € Z(A), p € Z(B) and ',y € Z(A, B). In the case when A = B, these
two concepts become the well-known concepts of right and left residuals of
fuzzy relations on a set (cf. [55]).

We also have the following.

Lemma 3.2. Let A and B be non-empty sets and let o € Z(A), p € #(B) and
y € Z(A,B).

(a)The set of all solutions to the inequality o x <y, where x is an unknown fuzzy
relation between A and B, is the principal ideal of #(A, B) generated by the right
residual a\y of y by a.

(b)The set of all solutions to the inequality x o <y, where x is an unknown fuzzy
relation between A and B, is the principal ideal of %#(A, B) generated by the left

residual v /B of y by B.
Proof. These are also results by E. Sanchez (cf. [106, 107, 108]). O

As we said in the introduction, the problem of deciding whether there is
a simulation or bisimulation of a given type between fuzzy automata, and
the problem of computing the greatest simulation/bisimulation of this type,
will be reduced to the problem of computing the greatest post-fixed point,
contained in a given fuzzy relation, of an appropriate isotone function on
the lattice of fuzzy relations. For this purpose we define the following fuzzy
relations and functions on the lattice of fuzzy relations.

Let o/ =(A,64,04,74) and # = (B,5%,08,7P) be fuzzy automata. We define
fuzzy relations n®” € Z(A, B), for w € {fs,bs, fb,bb, fbb,bfb}, in the following
way:

nf* = tA\5, (3.7)
b = gA\o®, (3.8)
o/t = (t\P) A (v /1B) = 4| B, (3.9)
i = (6M\aP) A (62 /P) = 64165, (3.10)
/% = (tM\1B) A (64 /0P), (3.11)
7t = (6™\o®) A (v /7P). (3.12)

Moreover, we define functions ¢* : Z(A,B) — %#(A, B), forw € {fs, bs, fb,bb, fbb,bfb},
as follows:
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¢ ()= N\I©Eoy™)/6i17, (3.13)
xeX

") = /\of\(yodh), (3.14)
xeX

¢ = /\[6F oy /{17 AL 09)/651 = 6 () Al DI, (3.15)
xeX

¢ ()= \O\@ o SN T oo = =) AP, (3.16)
xeX

™M)= NI oy ™)/of 1 AS\G T 061 = () A L9 I,
< (3.17)

$"700) = N\ o DIALES 0) /681 = =) Al DI, (3.18)
xeX

for any y € %(A, B). Notice that in the expression “¢®(a~!)” (w € {fs,bs}) we
denote by ¢” a function from Z(B, A) into itself.

The next theorem provides equivalent forms of the second and third
conditions in the definitions of simulations and bisimulations.

Theorem 3.1. Let o7 = (A,6%,0%,7) and % = (B,68,0®,7P) be fuzzy automata
and w € {fs,bs, fb,bb, fbb,bfb}. A fuzzy relation y € %(A, B) satisfies conditions
(w-2) and (w-3) if and only if it satisfies

y<o¢“(), ys<n” (3.19)

Proof. We will prove only the case w = fs. The assertion concerning the case
w = bs follows by the duality, and according to equations (3.9)-(3.12) and
(3.15)—(3.18), all other assertions can be obtained by the first two.

Consider an arbitrary y € Z(A, B). According to Lemma 3.1(b), y satisfies
condition (fs-3) if and only if y~! < 78/ ™ = (74\18)1, which is equivalent
to y < T\78 = 1tf*. Therefore, y satisfies (fs-3) if and only if y < 7/*.

On the other hand, y satisfies (fs-2) if and only if

Yyl b,a)®@64(a,a’) < (68 oy N)(b,a),

foralla,a’ € A, b€ B and x € X. According to the adjunction property, this is
equivalent to

Y ba) < \[68@a) = @0y k)] = (0 0y ™)/58)(ba)
a’eA
foralla€ A, b € B and x € X, which is further equivalent to

y(@,b) < /\[6F 0y ™)/6817 a,b) = (¢ ()(a,b)

xeX
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for alla € A and b € B. Therefore, y satisfies (fs-2) if and only if y < ¢p/5(y).
Now we conclude that a fuzzy relation y € Z(A, B) satisfies (fs-2) and (fs-
3) if and only if it satisfies (3.19) (for -w = fs), which was to be proved. [

3.2. Computation of the greatest simulations and
bisimulations

We will provide a method for computing the greatest simulations and bisim-
ulations between fuzzy automata adapting the method developed in [55] for
computing the greatest post-fixed points of an isotone function on the lattice
of fuzzy relations on a single set.

Let A and B be non-empty sets and let ¢ : Z(A,B) — %#(A, B) be an iso-
tone function, i.e., let « < g implies ¢(a) < P(B), for all a, f € Z(A, B). A fuzzy
relation o € (A, B) is called a post-fixed point of ¢ if a < ¢(«v). The well-known
Knaster-Tarski fixed point theorem (stated and proved in a more general con-
text, for complete lattices) asserts that the set of all post-fixed points of ¢ form
a complete lattice (cf. [104]). Moreover, for any fuzzy relation € Z(A, B) we
have that the set of all post-fixed points of ¢ contained in m is also a com-
plete lattice. According to Theorem 3.1, our main task is to find an efficient
procedure for computing the greatest post-fixed point of the function ¢p*
contained in the fuzzy relation %, for each w € {fs,bs, fb,bb, fbf,bfb}.

It should be noted that the set of all post-fixed points of an isotone func-
tion on a complete lattice is always non-empty, because it contains the least
element of this complete lattice. However, this set may consist only of that
single element. In our case, when we are working with a lattice of fuzzy rela-
tions, the empty relation may be the only post-fixed point, whereas we have
defined simulations and bisimulations to be non-empty fuzzy relations. This
requirement is necessary because the empty relation can not satisfy the con-
dition (w-1), unless the fuzzy set of initial states or the fuzzy set of terminal
states is also empty. Therefore, our task is actually to find an efficient pro-
cedure for deciding whether there is a non-empty post-fixed point of ¢p*
contained in 7%, and if it exists, then find the greatest one.

Let¢: Z(A,B) = Z%(A, B) be anisotone function and i € Z(A, B). We define
a sequence {Yilken of fuzzy relations from Z(A, B) by

V1=7, Vi1 =Yk AP(yx), foreachkeN. (3.20)

The sequence {y}ken is obviously descending. If we denote by ) the greatest
post-fixed point of ¢ contained in 7, we can easily verify that

?< M\ e (3.21)
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Now two very important questions arise. First, under what conditions the
equality holds in (3.21)? Even more important question is: under what con-
ditions the sequence {yx}ien is finite? If this sequence is finite, then it is not
hard to show that there exists k € IN such that yx =y, for every m >k, i.e,,
there exists k € IN such that the sequence stabilizes on y,. We can recognize
that the sequence has stabilized when we find the smallest k € IN such that
Yk = Vk+1- In this case = y¢, and we have an algorithm which computes y
in a finite number of steps.

Some conditions under which equality holds in (3.21) or the sequence is
finite were found in [55], for fuzzy relations on a single set. It is easy to show
that the same results are also valid for fuzzy relations between two sets. In
the sequel we present these results.

First we note that a sequence {yi}xen of fuzzy relations from Z(A4,B) is
finite if and only it it is image-finite, which means that the set | Jyep Im(yy)
is finite. Next, the function ¢ : Z(A,B) — Z(A,B) is called image-localized if
there exists a finite K C L such that for each fuzzy relation y € Z(A,B) we
have

Im(¢(y)) € (KUIm(y)), (8.22)

where (KUIm(y)) denotes the subalgebra of ¥ generated by the set KU
Im(y). Such K will be called a localization set of the function ¢.

Theorem analogous to the following theorem was proved in [55] for fuzzy
relations on a single set, but its proof can be easily transformed into the proof
of the corresponding theorem concerning fuzzy relations between two sets.

Theorem 3.2. Let the function ¢ be image-localized, let K be its localization set, let
€ #(A,B), and let {yilxen be the sequence of fuzzy relations in % (A, B) defined
by (3.20). Then

U Im(y) € (KUIm(n)). (3.23)
kelN

If, moreover, (KUIm(n)) is a finite subalgebra of £, then the sequence {Vi}ien is
finite.

Going back now to the functions ¢%, for w € {fs,bs, fb,bb, fbb,bfb}, we
prove the following.

Theorem 3.3. Let o/ = (A,6%,0%,7%) and % = (B,68,08,18) be arbitrary au-
tomata.

For any w € {fs,bs, fb,bb, fbb,bfb} the function ¢ is isotone and image-
localized.

Proof. We will prove only the case w = fs. The assertion concerning the case
w = bs follows by the duality, and according to equations (3.9)—(3.12) and
(3.15)—(3.18), all other assertions can be derived from the first two.

Let y1,y2 € Z(A, B) be fuzzy relations such that y; <y, and consider the
following systems of fuzzy relation inequalities:
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x oot <ob 07/1_1, xeX; (3.24)
xtosd <8Boyl, xeX (3.25)

where x € Z(A, B) is an unknown fuzzy relation. Using Lemma 3.2 (b) and
the definition of an inverse relation, it can be easily shown that the set of all
solutions to system (3.24) (reS}). (3.25)) form a principal ideal of Z(A,B)
generated by ¢/°(y1) (resp. ¢/*(y2)). Since for each x € X we have that
6B o )/1_1 <obo 1 1, we conclude that every solution to (3.24) is a solution
to (3.25). Consequently, ¢/*(y1) is a solution to (3.25), so ¢/*(y1) < ¢/*(2).
Therefore, we have proved that ¢/* is an isotone function.

Next, let K = Jyex(Im(62) UIm(58)) and let y € Z(A,B) be an arbitrary
fuzzy relation. It is evident that Im((pf 5(y)) € (KUIm(y)), and since the input
alphabet X is finite, then K is also finite. This confirms that the function ¢/*
is image-localized. O

Now we are ready to prove the main result of this chapter, which pro-
vides algorithms for deciding whether there is a simulation or bisimulation
of a given type between fuzzy automata, and for computing the greatest
simulations and bisimulations, when they exist.

Theorem 3.4. Let o7 = (A,6%,04,74) and % = (B, 58,65, 18) be fuzzy automata,
let w € {fs,bs, fb,bb, fbb,bfb}, and let a sequence {yilkenN Of fuzzy relations from
H(A,B) be defined by

y1 =1, Vi+1 = Yk ANOY(yk), for each k € N. (3.26)

IF(Im(m®) U yex (Im(64) UTm(68))) is a finite subalgebra of £, then the following
is true:

(a)the sequence {yilkenN is finite and descending, and there is the least natural
number k such that vy = Vi1,

(b)yy is the greatest fuzzy relation in %(A, B) which satisfies (w-2) and (w-3);

(c)if vy satisfies (w-1), then it is the greatest fuzzy relation in %(A, B) which satisfies
(w-1), (w-2) and (w-3);

(d)if vy does not satisfy (w-1), then there is no any fuzzy relation in %(A, B) which
satisfies (w-1), (w-2) and (w-3).

Proof. We will prove only the case w = fs. All other cases can be proved in a
similar manner.

So, let (Im(7/*) U U yex(Im(54) UIm(54) )) be a finite subalgebra of .Z.

(a) According to Theorems 3.3 and 3.2, the sequence {yi}ren is finite and
descending, so there are k,m € N such that yx = V4., whence Y11 < i =
Vk+m < YVk+1. Thus, there is k € IN such that yx = Y441, and consequently, there
is the least natural number having this property.

(b) By 7k = Vke1 = Yk A¢/*(yx) we obtain that y; < ¢/*(yx), and also, yx <
y1 = /5. Therefore, by Theorem 3.1 it follows that y; satisfies (fs-2) and
(fs3).
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Let o € Z(A,B) be an arbitrary fuzzy relation which satisfies (fs-2) and
(fs-3). As we have already noted, «a satisfies (fs-3) if and only if a < 7/* =
y1. Next, suppose that a < y;, for some n € IN. Then for every x € X we
have that a71 062 < 68 oa! <68 07y;!, and according to Lemma 3.2 (b),
at < (BB oy;1)/62, ie, a <[(68 0v;1)/64]7! = ¢/*(yn). Therefore, a < yy A
&*(¥n) = Yns1. Now, by induction we obtain that a <y, for every n € N,
and hence, a < yk. This means that yy is the greatest fuzzy relation in %(A, B)
satisfying (fs-2) and (fs-3).

(c) This follows immediately from (b).

(d) Suppose that yx does not satisfy (fs-1). Let y € Z(A, B) be an arbitrary
fuzzy relation which satisfies (fs-1), (fs-2) and (fs-3). According to (b) of this
theorem, y <, so we have that 6 <dBoy~! <oPo )/]:1. But, this contradicts
our starting assumption that y; does not satisfy (fs-1). Hence, we conclude
that there is no any fuzzy relation in (A, B) which satisfies (fs-1), (fs-2) and

(fs-3). O

Algorithm 3.5 Construction of the greatest simulation/bisimulation The in-
put of this algorithm are fuzzy finite automata o = (A,5%,04,74) and
A = (B,68,08,7B). The algorithm decides whether there is a simulation or
bisimulation between &/ and # of a given type w € {fs,bs, fb,bb, fbb,bfb},
and when it exists, the output of the algorithm is is the greatest simula-
tion /bisimulation of the type w.

The procedure is to construct the sequence of fuzzy relations {y}xen, in
the following way:

(Al) In the first step we compute 7% and we set y; = n®.

(A2) After the kth step let a fuzzy relation y have been constructed.

(A3) In the next step we construct the fuzzy relation yj;1 by means of the
formula yxi1 =Yk AP“ (k).

(A4) Simultaneously, we check whether y4,1 = y%.

(A5) Whenwe find the smallest number k such that yx;1 = )k, the procedure
of constructing the sequence {ylren terminates, and we check whether
Yk satisfies (w-1).

If yy satisfies (w-1), then it is the greatest simulation / bisimulation between
</ and % of type w, and if y; does not satisfy (w-1), then there is no any
simulation /bisimulation between </ and % of type w.

If the underlying structure of membership values . is locally finite, then
the algorithm terminates in a finite number of steps, for any fuzzy finite
automata over .Z. On the other hand, if .Z is not locally finite, then the
algorithm terminates in a finite number of steps under conditions determined
by Theorems 3.2 and 3.4.

Note that the claim of Theorem 3.4 referring to forward bisimulations,
i.e., the related part of Algorithm 5.3, is a straightforward generalization
of a well-known result concerning forward bisimulations between ordinary
nondeterministic automata, given in Kozen’s book [70, page 106]. Theorem
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3.4 also generalizes recent results given in [21], which refer to all four types
of bisimulations between nondeterministic automata.

Next, we will consider the case when .Z = (L, A, V,®,—,0,1) is a complete
residuated lattice satisfying the following conditions:

V(A )= @V, (3:27)

i€l i€l
x®(/\vi)= Aoy, (3.28)
iel i€l

for all x € L and {y;}ies € L. Let us note that if . = ([0,1],A,V,®,—,0,1),
where [0,1] is the real unit interval and ® is a left-continuous t-norm on
[0,1], then (3.27) follows immediately by linearity of ., and .Z satisfies
(3.28) if and only if ® is a continuous t-norm, i.e., if and only if .# is a BL-
algebra (cf. [4, 10]). Therefore, conditions (3.27) and (3.28) hold for every
BL-algebra on the real unit interval. In particular, the Lukasiewicz, Goguen
(product) and Godel structures fulfill (3.27) and (3.28).
Under these conditions we have the following.

Theorem 3.6. Let o7 = (A,6%,04,1%) and % = (B,58,05,18) be fuzzy automata,
let w e {fs,bs, fb,bb, fbb,bfb}, let {ylren be the sequence of fuzzy relations from
H(A,B) defined by (3.26), and let

v=N\7e (3.29)

kelN

If Z is a complete residuated lattice satisfying (3.27) and (3.28), then the following
is true:

(a) y is the greatest fuzzy relation in %(A, B) which satisfies (w-2) and (w-3);

(b) if y satisfies (w-1), then it is the greatest fuzzy relation in % (A, B) which satisfies
(w-1), (w-2) and (w-3);

() if y does not satisfy (w-1), then there is no any fuzzy relation in Z(A, B) which
satisfies (w-1), (w-2) and (w-3).

Proof. We will prove only the case w = fs. All other cases can be proved

similarly.
So, let £ be a complete residuated lattice satisfying (3.27) and (3.28). First,

notice thatithas been shown in [27] that if (3.27) holds, then for all descending
sequences {XilkeN, {Vklkenw € L we have

Ay =\ x)v (A v (3.30)
keN keN keN

(a) For arbitrary x € X, a € A and b € B we have that
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( JAXCH oy,?))(b,a) = \@ oyt = A( \V 6f§<b,b'>®y,:l<b',a>)

keIN kelN keIN ‘b’ eB
- V( A 6E(b,b'>®yk‘1<b’,a)) (by (3.30)
b’ eB ‘kelN
- V(éf(b, b’)®( A y,;l(b',a))) (by (3.28))
V'eB kelN
= V(e w.m)= ey ba),
V'eB

which means that

N\ ooyt =ooy7,
kelN

for every x € X. The use of condition (3.30) is justified by the facts that
B is finite, and that {y;l(b’,a)}kE]N is a descending sequence, so {65(b,b")®
y;l(b’,u)}ke]N is also a descending sequence.

Now, for all x € X and k € N we have that

Y < Vi1 <) =108 0y /6217,

which is equivalent to
ylosd < o8 oylzl.

As the last inequality holds for every k € N, we have that

yrest< N\ ofoyt =6foy,
keN

for every x € X. Therefore, y satisfies (fs-2). Moreover, y < y1 = /%, s0 y also
satisfies (fs-3).

Next, let o € Z(A, B) be an arbitrary fuzzy relation satisfying (fs-2) and
(fs-3). According to Theorem 3.1, a < ¢/*(@) and & < 7f* = y1. By induction
we can easily prove that a <y for every k € IN, and therefore, @ < y. This
means that y is the greatest fuzzy relation in %(A, B) which satisfies (fs-2)
and (fs-3).

The assertion (b) follows immediately from (a), whereas the assertion (c)
can be proved in the same way as the assertion (d) of Theorem 3.4. [

In some situations we do not need simulations and bisimulations that
are fuzzy relations, but those that are ordinary crisp relations. Moreover,
in cases where our algorithms for computing the greatest simulations and
bisimulations fail to terminate in a finite number of steps, we can search for
the greatest crisp simulations and bisimulations. They can be understood as
a kind of “approximations” of the greatest fuzzy simulations and bisimu-
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lations. Here we show that the above given algorithms for computing the
greatest fuzzy simulations and bisimulations can be modified to compute the
greatest crisp simulations and bisimulations. The new algorithms terminate
in a finite number of steps, independently of the properties of the under-
lying structure of truth values. In the next section we will give an example
which shows that the greatest crisp simulations and bisimulations can not be
obtained simply by taking the crisp parts of the greatest fuzzy simulations
and bisimulations. In fact, our example shows that there may be a fuzzy
simulation/bisimulation of a given type between two fuzzy automata, but
there is not any crisp simulation/bisimulation of this type between them.

Let A and B be non-empty finite sets, and let %°(A, B) denote the set of all
crisp relations from Z(A, B). It is not hard to verify that %Z°(A, B) is a com-
plete sublattice of Z(A, B), i.e., the meet and the join in #Z(A, B) of an arbitrary
family of crisp relations from %°(A, B) are also crisp relations (in fact, they
coincide with the ordinary intersection and union of crisp relations). More-
over, for each fuzzy relation y € Z(A, B) we have that y¢ € Z°(A, B), where y*
denotes the crisp part of a fuzzy relation y (in some sources called the kernel
of y), i.e., a function y° : Ax B — {0,1} defined by y(a,b) =1, if y(a,b) =1,
and y“(a,b) =0, if y(a,b) <1, for arbitrary a € A and b € B. Equivalently,
y¢ is considered as an ordinary crisp relation between A and B given by
¢ ={(a,b)e AXB|y(a,b)=1}.

For each function ¢ : Z(A, B) = %(A, B) we define a function ¢ : #°(A, B) —
Z°(A,B) by

$°(7) = (@())°, for any y € Z°(A,B).

If ¢ is isotone, then it can be easily shown that ¢° is also an isotone function.
We have that the following is true.

Proposition 3.1. Let A and B be non-empty finite sets, let ¢ : #(A,B) — %(A, B)
be an isotone function and let € %(A, B) be a given fuzzy relation. A crisp relation
0 € %#°(A,B) is the greatest crisp solution in % (A, B) to the system

X < o(x), X<, (3.31)

if and only if it is the greatest solution in %(A, B) to the system

EL P8, &<, (3.32)

where x is an unknown fuzzy relation and & is an unknown crisp relation.
Furthermore, a sequence {gx}xen € #(A, B) defined by

01 =7 Ok+1 = 0k AP (0k), for every k €N, (3.33)

is a finite descending sequence of crisp relations, and the least member of this sequence
is the greatest solution to the system (3.32) in %°(A, B).

Proof. The proof of this proposition can be obtained simply by translating the
proof of Theorem 5.8. [55] to the case of relations between the two sets. [
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Taking ¢ to be any of the functions ¢%, for w € {fs,bs, fb,bb, fbb,bfb},
Proposition 3.1 gives algorithms for deciding whether there is a crisp sim-
ulation or bisimulation of a given type between fuzzy automata, and for
computing the greatest crisp simulations and bisimulations, when they ex-
ist. As we have seen in Proposition 3.1, these algorithms always terminate in
a finite number of steps, independently of the properties of the underlying
structure of truth values. However, as we have already mentioned, in the
next section we will give an example which shows that there may be a fuzzy
simulation/bisimulation of a given type between two fuzzy automata, and
there is not any crisp simulation/bisimulation of this type between them.

It is worth noting that functions (¢“)¢, for all w € {fs,bs, fb,bb, fbb,bfb},
can be characterized as follows:

(a,b) € (@) (0) & (VxeX)(Va' € A)o(a,a) < (62 00™)(b,a),

(a,b) € (") (0) & (VxeX)(Va' € A)5L(d,a) < (00 0%)(@,b),

@) (0) = @) () Al@ (DI, @)(0) = (@")(0) AL(@™) (e,

@) (0) = (@) () AL (0T, @) (0) = (¢™)(0) AL@) ()],
forall pe #°(A,B),ac Aand b € B.

3.3. Computational examples

In this section we give examples which demonstrate the application of our
algorithms and clarify relationships between different types of simulations
and bisimulations.

The first example demonstrates the case when there are all types of sim-
ulations and bisimulations, but there is not any crisp bisimulation between
two given automata.

Example 3.1. Let o7 = (A,64,04,74) and Z = (B,6%,08,1P) be automata over
the Godel structure and an alphabet X = {x, y}, with |A| = 3, |B| =2, and fuzzy
transition relations and fuzzy sets of initial and terminal states which are
represented by the following fuzzy matrices and vectors:

0.40.60.7 0707 1 1
- s [1 06 s [0.606 » 1
o =[11], 5x‘[0.6 o7l %w=loza | Tl 3

Using algorithms based on Theorem 3.4 we obtain that there are all types of
simulations and bisimulations between fuzzy automata .« and %, and the
greatest simulations and bisimulations are given by matrices

1 0304 0.50.6 0.2 1
oA=[1 1 1], 54 =[051 03|, 50=[060304| =1, (3.34)
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107 107
yf5=[1 0.7], ybsz[1 0.7},

06 1 07 1
106 107 107 106
yP=11 06|, Y =|1 07|, P ={1 07|, =1 06|
0.6 1 0.7 1 0.6 1 07 1

On the other hand, using the version of the algorithms for crisp simulations
and bisimulations, we obtain that there is not any crisp bisimulation between
fuzzy automata ./ and .

The second example demonstrates the case when there are is a forward
bisimulation, but there is not any other type of bisimulations between two
given automata.

Example 3.2. Let us change 04 in (3.34) and ¢® in (3.35) to
ot=[0o10], oF=[105].

Then the greatest forward bisimulation between fuzzy automata & and %

is given by
1 06
yP=11 06|,
0.6 1

but there are no bisimulations of any other type between </ and 2.

Due to the duality between forward and backward bisimulations, it is pos-
sible to construct automata between which there is a backward bisimulation,
but there is not any other type of bisimulations.

We can also give an example which demonstrates the case when there
are is a backward-forward bisimulation, but there is not any other type of
bisimulations between two given automata.

Example 3.3. Let us change 0/ in (3.34) and ¢® in (3.35) to
ot=foo1], oF=[071].

Then the greatest backward-forward bisimulation between fuzzy automata
o and 4 is given by
1 0.6
=11 06|,
07 1

but there are no bisimulations of any other type between < and 4.

Due to the duality between backward-forward and forward-backward
bisimulations, it is possible to construct automata between which there is a
backward bisimulation, but there is not any other type of bisimulations.
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Next, we give an example which demonstrates the case when there is not
any type of simulations and bisimulations between two given automata.

Example 3.4. Let us change 0/ in (3.34) and ¢® in (3.35) to
ot=[100], oF=[051].

Then there are no simulations and bisimulations of any type between ./ and
B.

The following example considers the case (over the product structure)
when the sequence of fuzzy relations defined by (3.26) is infinite, and its
intersection is the greatest forward bisimulation between the given fuzzy
automata.

Example 3.5. Let o7 = (A,64,04,74) and & = (B,5%,08,1P) be automata over
the Goguen (product) structure and an alphabet X = {x}, with |A| =3, |B| =2,
and fuzzy transition relations and fuzzy sets of initial and terminal states
which are represented by the following fuzzy matrices and vectors:

A=[111], o F}g} H o =[11], 55:[(1)2], TBzm.

Computing the sequence {yx}xen for forward bisimulations by the formula
(3.26) (w = fb) we obtain that

1

1 2k-1 10
=| 1 5|, foreachkeN N vi= 1 0
Yk %1 |7 or eac € ’ Y= Yk =
zk%l 1 keN
According to Theorem 3.6, y is the greatest forward bisimulation between
fuzzy automata &/ and %.

The last example shows that the finiteness of the subalgebra (Im(n")U
Uyex(Im(54) UIm(58))) of ., which appears as an assumption in Theorem
3.4, is sufficient for the finiteness of the sequence defined by (3.26), but it is
not necessary.

B, 74 and 7P in the previous example to

1

11, 8 = [(1)] .

0

Computing the fuzzy relations yy, k € N, using the formula (3.26), we obtain
that

Example 3.6. Let us change 0%, o

GA=[110], GB:[lo], TA:
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10
y1=y2=(10],
01

and it is the greatest greatest forward bisimulation between fuzzy automata
o/ and A.

On the other hand, we have that the subalgebra (Im(n®) UTm(64) UTm(58) )
of .Z is not finite, since it contains %, for every k € IN.



Chapter 4
Weak bisimulation for fuzzy automata

In the case of nondeterministic and fuzzy automata the problem of express-
ing the language equivalence in terms of relationships between states of
given automata is very complicated, and we can only examine different ap-
proximations of the language-equivalence. The problem of language equiv-
alence of fuzzy automata was first studied by Santos in [111, 112], where he
considered equivalence of finite max-min fuzzy automata and max-product
fuzzy automata. The equivalence problem for fuzzy automata with mem-
bership degrees in a bounded chain was studied by Peeva [95], where she
considered various special equivalence problems and provided their algo-
rithmic decidability. Later, equivalence of fuzzy automata over complete
residuated lattice was discussed by Xing et al. in [128].

Although, the bisimulations, introduced in Chapter 2, are shown to be a
very good means for approximating the language equivalence between two
fuzzy automata, there exist fuzzy automata which are language equivalent
but there is no any type of bisimulation between them. In order to more
precisely describe the class of all relations between the states of fuzzy au-
tomata, which preserve the language equivalence, the more general class of
bisimulation is introduced.

The fundamental goal of this chapter is to define two new kinds of
bisimulations, weak forward and backward bisimulations, which provide
better approximations of the language-equivalence than forward and back-
ward bisimulations. Moreover the weak simulations and bisimulations pro-
vide better results in the reduction of the states of fuzzy automata.

Because of the fact that every bisimulation is primarily a simulation, in the
Section 4.1. the notion of weak forward and backward simulation will be in-
troduced and some fundamental properties will be discussed. It is important
to mention, that weak forward(backward) simulation is generalization of the
notion of forward(backward) simulation. It will be shown that the existence
of weak forward (backward) simulation between two automata implies lan-
guage inclusion between them. The procedures for deciding whether there

59
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exist weak forward and backward simulations, and for computing the great-
est ones, whenever they exist will be presented(Theorem 4.2).

Afterwards, in Section 4.2. the notion of weak forward and backward
bisimulations will be given and their main features will be considered. The
weak bisimulations approximate the language equivalence better then weak
simulations, that is, the existence of weak forward (backward) bisimulation
between two automata implies their language equivalence. The example
showing that weak forward bisimulations are better means for modeling
the language equivalence between fuzzy automata than forward bisimula-
tions will be presented(Example 4.2 ). In the same section, the procedure for
computing the greatest weak bisimulations will be proposed(Theorem 4.5).
Further, a weak forward bisimulation from a fuzzy automaton 7 into itself,
called a weak forward bisimulation on 7 will be discussed. In the class of
all weak forward bisimulations on .27, the special attention will be dedicate
to these which are equivalences. The example showing fuzzy automata for
which the reduction by means of the greatest weak forward bisimulation
equivalence gives better results than one obtained by means of the greatest
forward bisimulation equivalence will be given(Example 4.3).

In the Section 4.3., weak bisimulations will be studied in conjunction
with the concept of a uniform fuzzy relation, which has been introduced in
[20], and further developed in [22]. In particular, it will be shown that two
fuzzy automata o/ and % are weak forward bisimulation equivalent, i.e.,
there is a uniform weak forward bisimulation between them, if and only
if there is a weak forward isomorphism between the factor fuzzy automata
with respect to the greatest weak forward bisimulation equivalences on &/
and % (Theorem 4.14). An analogous theorem can be proved for weak back-
ward bisimulation equivalent fuzzy automata. Also, uniform weak back-
ward and forward bisimulations between two fuzzy automata in terms of
isomorphisms between their Nerode and reverse Nerode automata will be
characterized(Theorem 4.13).

In the Section 4.4. the weak forward bisimulation equivalence between
fuzzy automata will be discussed.

The results from this chapter are published in [64].

All results in this chapter are original and are closely associated with the
results of Ciri¢, Ignjatovi¢ and Damljanovi¢ [20, 21, 22].

4.1. Weak simulation for fuzzy automata

Let o/ = (A,(SA,GA,TA) be a fuzzy automaton. For all u € X*, we define fuzzy
sets 04,7/ € F(A) as follows:

ai@=\/'®esibae, i@=\/5betbae,
beA beA
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ie,
oh=ct08d, h=05lort

It is worth noting that fuzzy sets o2 (u € X*) play the key role in the deter-
minization of the fuzzy automaton « (cf., e.g., [53, 56]), and consequently,
fuzzy sets 74 (u € X*) are used in the determinization of the reverse fuzzy
automaton of &7.

Moreover, for each a € A the left fuzzy language of the state a and the right
fuzzy language of the state a are a fuzzy languages 0,4, 7, : X* — L defined by:

oA u) = \/GA(b) oA(b,a),  Ta(u)= \/ Aabetl) ueX.
beA beA

It can easily be shown that, for every u € X* and a € A:
oq,(u) =0,(a), T.(u) = 7,(a). (4.1)

Further, let o7 = (4,6%,0%,74) and % = (B,5%,05,7%) be fuzzy automata. A
fuzzy relation ¢ € %(A, B) which is a solution to the system of fuzzy relation
inequalities:

o4 <P 0(p_1 (4.2)

plotd<t® uex (4.3)

is called a weak forward simulation, and if ¢ is a solution to
< porl (4.4)

dlop<al ueX (4.5)

then it is called a weak backward simulation.

Weak forward and weak backward simulations are generalization of the
notion of forward and backward simulations introduce in [22].

For the sake of simplicity, we will call ¢ just a weak simulation if it is
either a weak forward or a weak backward simulation.

Lemma 4.1. Let o = (A,64,0%,7%) and 2 = (B,6®,08,1P) be fuzzy automata and
@ € #(A, B) a fuzzy relation, then the following holds:

If @ is a forward(resp. backward) simulation, then ¢ is a weak forward(resp. back-
ward) simulation.

Proof. Let ¢ be a forward simulation, i.e. ¢ satisfies (fs-1)-(fs-3). Thus, (4.2)
holds and for u = ¢ (4.3) holds. Now, let (4.3) hold, for all words u = x7...x, €
X* of length n € N. For k =n+1 consider a word u € X* of length k, that is
u = vx where x € X and v € X* is a word of length n. We have

-1 A

@ oty =g lodl oty <60 0Ty <801y =Ty, =Ty

Hence, by induction we have shown that ¢ is a weak forward simulation. [
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Theorem 4.1. Let o/ = (A,5%,04,74) and % = (B,6%,05,7P) be fuzzy automata
and @ € Z(A, B) a fuzzy relation. If ¢ is a weak simulation, then ||A|| < ||BJ|.

Proof. Let ¢ be a weak forward simulation between the automata </ and
2.Then @ satisfies (4.2) and (4.3), so for every u € X*, we have

IA(u) = 0% 052 014 =0 012 <P o ot <P 018 = 6B 058 018 = |B|(1)

Therefore, ||All(u) < ||Bl|(#) for any u € X*. O

The following lemma can be easily proved using the definition of weak
forward and backward simulations and the reverse fuzzy automaton.

Lemma4.2. Let o7 = (A,64,0%,7%) and % = (B,58,0%,18) be fuzzy automata. A
fuzzy relation @ € %(A, B) is a weak backward simulation between automata </ and
2B if and only if @ is a weak forward simulation between the reverse fuzzy automata
o/ and B.

From this lemma, we conclude that for any statement on weak forward
simulations which is universally valid (for all fuzzy automata) there is
the corresponding universally valid statement on weak backward simu-
lations. Accordingly, we will deal only with weak forward simulations.

It can be easily shown that the following holds.

Lemma 4.3. The composition of two weak forward simulations and the union of an
arbitrary family of weak forward simulations is also weak forward simulation.

The following theorem gives a way to decide whether there is a weak
forward simulation between two automata, and whenever it exists, provides
a method to construct the greatest one.

Theorem 4.2. Let o7 = (A,6%,04,74) and % = (B,58,65,18) be fuzzy automata,
and let ¢ € %(A, B) be a fuzzy relation defined by:

p@b) =\ i@ - )

ueX*

for every a € A,b € B. If @ satisfies (4.2), then it is the greatest weak forward
simulation from <f to %, otherwise, if ¢ does not satisfy (4.2), then there is no weak
forward simulation from </ to .

Proof. Let ¢ satisfies (4.2) and let i € Z(A, B) be arbitrary solution to (4.3).
Then,

Vv leoeri@<de wex
acA

thatis,
v lba)etia) <Bh) uex

for each a € A and b € B. By adjunction property, we have
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vl b,a) < @) - B(b) ueX
for eacha € A and b € B. So,

Wl(b,a) < A @) > B (b)=¢a,b) acAbeB

ueXx*

ie.,
P(a,b)<pa,b) acAbeB.

Thus, a fuzzy relation 1 is a solution to (4.3) if and only if i < ¢. Accordingly,
@ is the greatest solution to (4.3) and therefore it is the greatest weak forward
simulation from </ to 4.

Suppose that ¢ does not satisfy (4.2). And assume the opposite, that is, let
Y be an weak forward simulation from & to 4. But, then we have

o <P 01/)_1 <ob oqo‘1
which contradicts the fact ¢ does not satisfy (4.2). So, we conclude that there
is no weak forward simulation from & to 4. O

By the Theorem 4.5, in order to compute the greatest weak forward sim-
ulation, we need to compute all fuzzy sets 7/ and 72, for u € X*. In other
words, we need to determine all the states of the reverse Nerode automata
o/ and %y, which can be exponential in the number of states of .27 and %,
or even infinite.

The next algorithm gives method for construction of the set {7,,v € X*}:

Algorithm 4.3 (Construction of the set {1,,v € X*}) The input of this algorithm
is a fuzzy automaton &7 = (A, 6,0,7) over X and L, and the output is the set
{t0,v € X"} of all the fuzzy sets 7, v € X*. It is constructed inductively in
the following way:

(T1) First we put 7. =7, and we set T = {t.}.

(T2) After the i-th step let the set T; have been constructed, and elements in
S; have been labeled either ‘closed” or 'non-closed’. The meaning of these
two terms will be made clear in the sequel,

(T3) In the succeeding step we make the set T;;1 by enriching the set T; as
follows: for every non-closed element 7,, occurring in T;, where u € X*, and
every x € X we add an element 7y, = 6x o 7. In the case, Ty, is an element
that has already been constructed, we label 7y, as closed. The procedure
terminates when all elements are marked closed,

(T4) The resulting set is the set {7,,v € X*}.

Although, this procedure works in exponential time, in many cases com-
putation of the set {7,,v € X"} performs more quickly than its worst case
complexity would suggest.
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4.2. Weak bisimulation for fuzzy automata

Let o = (A,6%,04,7) and % = (B,6%,05,7%) be fuzzy automata. A fuzzy
relation @ € %Z(A, B) is a weak forward bisimulation if both ¢ and ¢! are weak
forward simulations, i.e., if ¢ satisfies (4.2), (4.3) and

P <otop (4.6)

potB<td ueXx, 4.7)

and ¢ is called weak backward bisimulation if it satisfies (4.5), (4.4) and
P<ptor? (4.8)

Bopl<o? uex (4.9)

i.e., if both ¢ and @' are weak backward simulations.

These concepts generalize the notions of bisimulations for fuzzy automata
[22].

The notions of weak simulations and bisimulations were used in a dif-
ferent context in the study of labeled transition systems with e-transitions
(or silent transitions). However, these concepts differ from our weak simu-
lations and bisimulations. In fact, a weak simulation (bisimulation) between
transition systems </ and & is an ordinary (forward) simulation (bisimula-
tion) between &/ and the transition system obtained from % by removing
e-transitions.

To simplify, we will call ¢ just a weak bisimulation if it is either a weak
forward or a weak backward bisimulation.

The proof of the following lemma is similar to the proof of the Lemma 4.1
and it will be omitted.

Lemma 4.4. Let o = (A,64,0%,7%) and % = (B, 68,08, P) be fuzzy automata and
@ € Z(A,B) a fuzzy relation, then if @ is a forward(resp. backward) bisimulation,
then @ is a weak forward(resp. backward) bisimulation.

However, the converse does not hold in general.

Example 4.1. Let o7 = (A,64,04,74) and & = (B,6%,08,1P) be automata over
Boolean structure with |A| =4 and |B| =2 and X = {x, y}, given by the following
graphs:
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In terms of Boolean matrices and vectors these automata are given by:

0010 0100 0
0011 0000 1
A _ A _ A _ A _
ot =[1000], of=|0100] % =|0000] “=|1|
0010 0000 0

- s [01] 5 Jo1] 5 _[o
o®=[10], 5x_k1' % =lopol T =|1|

Automata o/ and Z are language equivalent, moreover ||Al| = [|B]| = (x + y)x".
The fuzzy relation u defined by the following matrix:

10
o1
=101
00

satisfies conditions (4.2), (4.3), (4.6) and (4.7).Hence u is a weak forward
bisimulation between </ and 2. Since y does not satisfies (fb-2), it is not a
forward bisimulation between &/ and 4.

It is important to mention that according to the Lemma 4.2, for every
assertion on weak forward bisimulations which is globally valid there is
the corresponding globally valid assertion on weak backward bisimula-
tions. Therefore, we will deal only with weak forward bisimulations.

Theorem 4.4. Let o/ = (A,54,04,74) and % = (B,5P,0",7P) be fuzzy automata
and ¢ € % (A, B) a fuzzy relation. If ¢ is a weak bisimulation, then ||A|| = ||BI|.

The proof of the previous Theorem is analogue to the proof of the Theorem
4.1.
It can be easily shown that the following holds.

Lemma 4.5. The composition of two weak forward bisimulations and the union of an
arbitrary family of weak forward bisimulations is also weak forward bisimulations.

Moreover, the inverse of a weak forward bisimulation is a weak forward bisimu-
lation.

According to this result, we have the following.

Lemma4.6. Let o/ = (A,6%,04,74) and % = (B,5%,0%,1P) be fuzzy automata
such that there exists at least one weak forward bisimulation from </ to 9. Then
there exists the greatest weak forward bisimulation from <f to 98, which is a partial
fuzzy function.

Proof. Let {@i}ic; € Z(A, B) be family of all weak forward bisimulations from
o/ to 2. Denote ¢ = \/;¢; ;. According to the previous lemma, ¢ is also weak
forward bisimulation, and it is the greatest one. In order to prove that ¢ is a



66 4 Weak bisimulation for fuzzy automata

partial fuzzy function, we will show @ o=l o@ < ¢. Denote n=gpogplog.
Then for every u € X* we have

noT, =@og lopor; <o ot <poT <,
And similarly, (4.2),(4.3) and (4.6) holds. Therefore, n is a weak forward
bisimulation from 7 to 2. Hence, 1 < ¢, and ¢ is a partial fuzzy function. O

The following theorem gives the procedure for computing the greatest
weak forward bisimulations, whenever it exists.

Theorem 4.5. Let o7 = (A,6%,04,74) and % = (B,58,65, 1) be fuzzy automata,
and let ¢ € %(A, B) be a fuzzy relation defined by:

p@b)= /\ ti@) o ), (4.10)

ueX*

foreveryae A,b e B. If p satisfies (4.2) and (4.6), then it is the greatest weak forward
bisimulation from </ to 98, and it is a partial fuzzy function, otherwise, there is no
weak forward bisimulation from <f to 2.

Proof. This theorem can be proved similarly as Theorems 4.6 and 4.2. [J

According to (4.1) and (4.11), the greatest weak forward bisimulation can
be presented as:
oa,b) = /\ () o B w). 4.11)
ueXx*
Therefore, the greatest weak forward bisimulation between two fuzzy au-
tomata can be interpreted as a measure of the degrees of equality of the right
languages.

Although the greatest weak bisimulations provide better approximation
of the language-equivalence and better reductions than the ordinary bisim-
ulations, their computation can be computationally hard. But in a lot of
instances this method terminates in acceptable number of steps.

Example 4.2. Let o/ = (A,(SA,GA,TA) and & = (B,(SB,GB,TB) be automata over
the Boolean structure with X = {x}, |A| =4 and |B| = 2. The fuzzy transition re-
lations and fuzzy sets of initial and terminal states are given by the following
Boolean matrices and vectors:

1000 0
0001 0 10 0

ot =[0100], &2=15000f “=|i} o"=[t0] $={1o} TB:&}
0000 0

In order to compute the greatest weak forward bisimulation using the for-
mula (4.10) we compute 74 < 7B, for every u € X*:
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10 11
10 11
Rl P P P
10 11

for every i € N. Therefore, we obtain:

10

o
=lo1|

10

Moreover, we can easily check that ¢ satisfies both (4.2) and (4.6). Now, by
Theorem 4.5, ¢ is the greatest weak forward bisimulation between automata
&/ and 2. On the other hand, using Algorithm 3.5 in Chapter 3, we obtain
that there is no forward bisimulation between .7 and #. Since ¢ is complete
and surjective (i.e., it is a uniform fuzzy relation), we have that </ and % are
WFB-equivalent, but they are not FB-equivalent. If we change 0 and o® to

oA=[0010], oB=[11],

then the fuzzy relation ¢ does not satisfy (4.6). In this case there is no weak
forward bisimulation between </ and %. Nevertheless, for any u € X* we
have

1 ifu=¢,

0 otherwise.

Al () = [IBI|(ue) ={

Therefore, fuzzy automata </ and Z# are language-equivalent.

In the previous example, for given fuzzy automata, there exists a weak
forward bisimulation between them, i.e. the fuzzy automata are language
equivalent, whereas there is no forward bisimulation. In other words, weak
forward bisimulations are better means for modeling the language equiva-
lence between fuzzy automata than forward bisimulations.

Next, consider an arbitrary fuzzy automaton &/ = (A, o4,04,14). A weak
forward bisimulation from & into itself will be called a weak forward bisimu-
lation on </ (analogously we define weak backward bisimulations on <f). Since
the equality relation is a weak forward bisimulation on <7, the set of all weak
forward bisimulations on .2/ is non-empty. Moreover, according to Theorem
4.5 there is the greatest weak forward bisimulation on A, and we can easily
show that it is a fuzzy equivalence.

Weak forward bisimulations on </ which are equivalences will be called
weak forward bisimulation equivalences. The set of all weak forward bisim-
ulation equivalences on <7 we denote by & (7).

Theorem 4.6. Let < = (A,64,0%,74) be a fuzzy automaton. A fuzzy equivalence
E on A is a weak forward bisimulation on < if and only if:
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Eotd <14, ueX:, (4.12)

or equivalently,
Eotd =14, ueX.

Proof. Let E be a fuzzy equivalence on A, which satisfies (4.12). Obviously, E
satisfies (4.7). E is areflexive and therefore it satisfies (4.2) and (4.6). Moreover,
since E is a symmetric fuzzy relation we can easily show that (4.3) holds.
Therefore, E is a weak forward bisimulation on 7.

Conversely, if E is a weak forward bisimulation equivalence then (4.12)
holds. [

In an analogous way as in the previous theorem, we can show that a fuzzy
equivalence E on A is a weak backward bisimulation on ./ if and only if the
following holds:

AoE< o ueX, (4.13)

au u’s

or equivalently,
oA 0E =04 ueX. (4.14)

u’s

Theorem 4.7. Let o = (A,5%,04,74) be a fuzzy automaton.

The set &%V (o7 of all weak forward bisimulation fuzzy equivalence relations on
o forms a principal ideal of the lattice &(A) of all fuzzy equivalences on A generated
by the relation E“f® on A defined by

E“fb(a,b) = /\ ™ (a) & ), a,beA. (4.15)

ueX*

Proof. Evidently, E“/? is a fuzzy equivalence. Also, according to Theorem 4.5,
E“f? is the greatest forward bisimulation from <7 into itself. Next, let E € &'(A)
such that E < E/?. Then for every u € X*, we have that Eo 7/ < E*/? ot < 4.
Hence, E € &%/ ( 7).

Conversely, let E € &Vf(o7). Hence, E satisfies (4.12). In a similar way, as
in the proof of Theorem 4.2, we show that (4.12) is equivalent to E < E“/?.
Therefore, E < E*/? if and only if E € §“/'(«7). O

The next example shows that there are automata whose greatest weak
forward bisimulation equivalence is strictly greater than the greatest forward
bisimulation equivalence and the reduction by means of this equivalence
gives better results than one obtained by means of the greatest forward
bisimulation equivalence.

Example 4.3. Let o/ = (A,0%,0%,74) be an automaton over the Boolean struc-
ture with X = {x, y} and |A| = 5. The fuzzy transition relation and fuzzy sets of
initial and terminal states are given by the following Boolean matrices and
vectors:



4.2. Weak bisimulation for fuzzy automata

10000 10100 1
00011 01000 0

=p1000} 54=[00000|, sf=[00101], 1
10000 01000 o

11000 00001 1

Computing the fuzzy relation E € Z(A) using formula (4.15), we obtain:

10001
01010
E={00100],
01010
10001

and by Theorem 4.7, E is the greatest weak forward bisimulation equivalence
on /. However, the greatest forward bisimulation equivalence on & is a
fuzzy relation F € Z(A) given by:

10000
01000
F=|00100{.
00010
00001
Clearly, E is strictly larger than F.
X,y y

y y

Thus, the first and the fifth state of .7, as well as the second and the fourth
state, are equivalent w.r.t. the greatest weak forward bisimulation E, but
there are no states equivalent w.r.t. the greatest forward bisimulation F. This
means that the greatest weak forward bisimulation reduce the number of
states of &7 to three states, whereas the greatest forward bisimulation does
not reduce the number of states.
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Although the reduction of fu%zy automata by means of the greatest weak
forward bisimulations is in general better than one obtained by means of the
greatest forward bisimulations, this reductions does not produce a minimal
fuzzy automata.

Example 4.4. Consider automaton & from Example 4.1. The greatest weak
bisimulation on 7 is given by the following matrix:

1000
“lo110
=lo110]|

0001

The reduction of the automaton </ by means of ¢ gives the factor fuzzy
automaton &7 /¢ that has three states.
Consider now, the equivalence relation E on 7 defined by:

1000

lo111

“lo111)
0111

E

The reduction of the automaton %/ by means of this equivalence gives the
factor fuzzy automaton .#7 /E that has two states and ||A|| = L(2 /E) (< /E is
equal to automaton % in Example 4.1).

SO
@ X

| o |E
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As previous example suggests there exist fuzzy automata where reduction
by means of some other fuzzy equivalences gives better result then one
obtained by means of the greatest weak forward bisimulation.

4.3. Uniform weak bisimulations

In this section, we will consider weak forward and backward bisimulations
which are uniform fuzzy relations.

Theorem 4.8. Let o7 = (A,6%,04,74) and % = (B, 58,05, 18) be fuzzy automata,
and let ¢ € Z(A, B) be a uniform fuzzy relation. Then, @ is a weak forward bisimu-
lation if and only if following holds:

(jAO(pO(p_l :gBO(p_l, oBogo_lo(ngAO(p, (4,16)
e ltotd =18, potl =11, uex. (4.17)

Proof. Let ¢ be a weak forward bisimulation between &/ and %. By (4.2) and
(4.6) we have that:

opogl<aPoplopopl=cbopl<atopop,
so ctop ol =B 0@l Analogously, 08 o p~!o¢p =04 0. Moreover, as
¢~ o is reflexive, for each u € X* we have that

A -1,,A B A
Ty <¢O¢ oty <§00T11<Tur

and hence, @ o8 = 7. In a similar way we show that ¢! o4 = 1B, for each

u€X.
Conversely, let (4.16) and (4.17) hold. According to reflexivity of ¢ o !
and ¢! o we have

GAgaAoqoo@—l:GBo@—l, GBgaBO(P—lqu:GAOQ
Therefore, (4.2) and (4.6) hold. Further, directly from (4.17), we conclude that
(4.3) and (4.7) hold. Thus ¢ is a weak forward bisimulation. [

Lemma4.7. Let o7 = (A,64,04,14) be a fuzzy automaton, let E be a fuzzy equiv-
alence on o7, and o7 |E = (A/E,5YE,0AE,vA/E) be the factor fuzzy automaton of
o w.r.t E. If E is a weak forward bisimulation, then

VEE,) = 4(), ueX,acA. (4.18)

Proof. This follows immediately from the definition of Tﬁ‘/ F and the fact that

E is a weak forward bisimulation equivalence on «/. [
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Theorem 4.9. Let o7 = (A,5%,04,74) be a fuzzy automaton, E a fuzzy equivalence
on <, g the natural function from A to AJE and </ |E = (A/E,5VE,6A/E, zAE)
the factor fuzzy automaton of </ w.r.t E.

Then, E is a weak forward bisimulation equivalence on & if and only if @ is a
weak forward bisimulation.

Proof. Let E be a weak forward bisimulation equivalence on .%7. According
to the previous lemma, for arbitrary a € A and u € X* we have:

peoty/ @)= \/ e E) o)/ (E) = \/ E@,b) @ (b) = Eoti(a) = T/} (a),
beA beA

and also,

o(a) <o* oEoE(a) = \/GA oE(b)®E(b,a) = \/GA/E(Eb)®gDE(11,Eb) =

beA beA
=\/ oVE(E) ® g7 (Ep0) = 0MF 0 7 (a).
beA

In a similar way we prove that ¢ 074 < w2/, for each u € X*, and o4/F <

o @k. Thus, @f is a weak forward bisimulation.
Conversely, let ¢ be a weak forward bisimulation. Now, for arbitrary
u € X* and a € A we have that

Eot(a) =/ (Ed) = pr(a, E) © 7, " (Ed) < pe o7/ (a) = T a).
Therefore, E is a weak forward bisimulation equivalence on /. [

Let.o/ = (A,64,04,t) and Z = (B, 58,08, 78) be fuzzy automata. A bijective
function ¢ of A onto B is called a weak forward isomorphism of fuzzy automata
o/ and % if

() = dB(p(a)), acA, (4.19)
™ (a) = 2B (¢(a)), aceAueX, (4.20)
and a weak backward isomorphism of fuzzy automata & and % if
01t (a) = 94 (P(a)), aeAueX, 4.21)
™(a) = B (¢(a)), a€A. (4.22)

The notion of a weak forward(backward) isomorphism generalizes the
notion of an isomorphism between fuzzy automata, that is, the following is
true:

Lemma 4.8. Any isomorphism between two fuzzy automata is also a weak forward
and a weak backward isomorphism between these automata.



4.3. Uniform weak bisimulations 73

Proof. Let o/ = (A,64,04,74) and £ = (B,58,08,18), and let ¢:A— Bbean
isomorphism between & and 2. Then ¢ satisfies (4.19). Next, according to
(2.7) and the fact that ¢ is a bijection from A to B, for every u € X* and a € A4,
we have:

(@) = o7 o) = \ /(01 () @ TH@) = \/ (05(9(0), p(a) @ T (p(@))) =

ceA ceA

= \/ (63 ((0), (@) ®T(P(@)) = 6} 0 T (p()) = T3/ (P(@).-

¢(c)eB

Hence, ¢ satisfies (4.20) and consequently ¢ is a weak forward isomorphism
from &/ to . In an analogous way, we prove that ¢ is a weak backward
isomorphism. [J

Moreover, we have:

Lemma 4.9. Let o7 = (A,64,0%,7%) and % = (B, 58,08, 1B). If there exists a weak
forward isomorphism of fuzzy automata </ and 9B, then ||A|| = ||BI|.

Proof. Let ¢p: A — B be a weak forward isomorphism. Then for every u € X*
we have

LA = ot =\/cH@eri@ = \/ " (¢@) i (o) =
acA acA
=\/ P @tib) = " o7 = L(B)(w),
beB
which was to be proved. [

We can easily prove the following lemma.

Lemma 4.10. The composition of weak forward isomorphisms is a weak forward
isomorphism, and a inverse of the weak forward isomorphism is a weak forward
isomorphism.

Lemma 4.11. Let o/ = (A,6%,04,t4), % = (B,58,05,7P) be fuzzy automata. If
o and % are weak forward isomorphic, then there exists a uniform weak forward
bisimulation from </ to 4.

Proof. Let ¢ : A — B be an weak forward isomorphism from 27 to #. Define
a fuzzy relation ¢ € Z(A, B) by:

1, ifb=¢(a)
0, otherwise.

¢(a,b) = {

It can be easily shown that ¢ is a surjective .Z-function. Next, for everya € A
we have the following;:
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o(a) = P (P(a) = P (¢(a)) @9~ (¢(a),0) < P 0 07 (),

and thus, ¢ satisfies (4.2). According to the definition of ¢, and (1.7), for
every u € X" and b € B, the following holds:

o lotit) = \/ (9T (b)) @Ti@) = 97 (b,¢ B BTG (b)) =
acA

=1 (¢7 (1) = E (P (1)) = TE(b),

and hence, ¢ satisfies (4.3). Similarly we prove that (4.6) and (4.7) hold.
Therefore, ¢ is a weak forward bisimulation. Now, by Theorem 4.6, there
exists the greatest weak forward bisimulation & from ./ to %, which is a
partial fuzzy function. Since ¢ is a surjective .Z-function and ¢ < &, then
& is also a surjective .Z-function. Whence, & is a uniform weak forward
bisimulation. O

Theorem 4.10. Let o7 = (A,64,0%,7%), % = (B, 6P, 08, 7P) be fuzzy automata, and
@ € Z(A, B) be a uniform fuzzy relation. Then @ is a weak forward bisimulation if
and only if following is true:

(1)E£ is a weak forward bisimulation equivalence on the fuzzy automaton <7 ;

(2)E£ is a weak forward bisimulation equivalence on the fuzzy automaton %;
(3)@ is an weak forward isomorphism of factor fuzzy automata < | Ef’; and A/ Eg.

Proof. For the sake of simplicity set E = Ej’; and F = E(g. Also, let i € CR(p) be
an arbitrary crisp description of ¢.

Let ¢ be a uniform weak forward bisimulation. By (iv) and (v) of Theorem
1.9, we have that E=pog~!and F = ¢! op. Now,

Tﬁ<(p0(p_10Tﬁ<(p0TE<Tﬁ,

so Eot/! = 1/ for each u € X*, i.e., E is a weak forward bisimulation fuzzy
equivalence. Similarly we prove that Fot5 = 75, for each u € X*, therefore (2)
also holds. According to Lemma 1.10, ¢ is a bijective function of A/E onto
B/F. By Theorem 4.8, we have

dE(E,) = 6 0 E(a) = ? opopa)=cPopa)
= \/ a(b)®¢p(a,b) = \/ B ()@ F(y(a), b) = oP/F (Fy@),

beB beB
and hence, ¢4/E(E,) = oB/F (Fy@) = oB/F (@(Eq)). Also, the following holds

w/F(E)) = @) = p o Th(a) = \ [ F(y(a), by & Th(b) =
beB

= Fy 018 = 18/ (Fy) = T2 F(@(En)).
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Therefore, ¢ is a weak forward isomorphism of factor fuzzy automata <7/ Ei
and #/E}.
Conversely, let (1),(2) and (3) hold. Then,

o(a) < 0 0 E(a) = 0VE(E,) = 0P/ F(¢(En)) = 0P/F(Fy(r) =
=\/ " eFy@), b =\/ "B ep@b) =c" oo @),

beB beB

and s1m11arly, <oto Q.
Now, for arbitrary u € X* and a € A we have

poth@ =\/ pabetib) = \/Fy@) b)etib) =

beB beB
= 5 F (Fy) = T (@(Ea) = 1)/ E(E) = T (a).

Therefore, ¢ o 78 = 74}, which yields ¢~ =¢plopotB =ForB =18 and
hence, p isa weak forward blslmulatlon D

Theorem 4.11. Let o = (A,64,04,1%), % = (B,6%,08,7P) be fuzzy automata, and
let E be a weak forward bisimulation fuzzy equivalence on </ and F a weak forward
bisimulation fuzzy equivalence on 2.

Then there exists a uniform weak forward bisimulation ¢ € %(A,B) such that

EY=E and EY=F, (4.23)

if and only if there exists a weak forward isomorphism ¢ : o/ |E — % /F such that
for every ay,a; € A we have

E(Eay, Eay) = F(P(Eay), P(Eay))- (4.24)

Proof. The proof of this theorem is similar to the proof of Theorem 6.4 in
([22]), and it will be omitted. O

Theorem 4.12. Let &/ = (A,(SA,GA,TA) be a fuzzy automaton, let E be a weak
forward bisimulation equivalence on <f and F a fuzzy equivalences on </ such that
E <F. Then F is a weak forward bisimulation equivalence on </ if and only if F/E
is a weak forward bisimulation equivalence on < [E.

Proof. Let E be a weak forward bisimulation equivalence on A. Then, accord-
ing to the definition of F/E and Lemma 4.7, for every a € A and u € X* we
have

Fot’(a) = F/EotVE(E,) < vVE(E,) = T4 (a).

Therefore, we obtain that (F/E) o TA/ E A/ Eif and only if Fo 4 <4, which
was to be proved. O
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Corollary 4.1. Let o7 = (A,56%,0%,7%) be an automaton, and let E and F be weak
forward bisimulation equivalences on A such that E < F. Then F is the greatest
weak forward bisimulation equivalence on A if and only if F/E is the greatest weak
forward bisimulation equivalence on A/E.

Proof. This is a direct consequence of the previous theorem and Theorem
22. O

Recall now, that the Nerode automaton of a given fuzzy automaton .7 =
(A,6,0,7) is a fuzzy automaton @y = (Ay, 6N, 04, V).

The reverse Nerode automaton of a fuzzy automaton &/ is an automaton
iy = (AN, 6N, 4, 74N), where Ay = {t/}|lu € X*}, and 6N : Ay x X — Ay and
N € Z(Ay) are defined with

5N (T, %) = Tl N () =0t o,
for every u € X* and x € X. The automaton < is a crisp-deterministic fuzzy
automaton which is isomorphic to the Nerode automaton of the reverse
automaton &7 of <.

The next theorem gives a characterization of uniform weak forward bisim-
ulations in terms of the reverse Nerode automata. Moreover, in a similar way,
we can characterize uniform weak backward bisimulations in terms of the
Nerode automata.

Theorem 4.13. Let o7 = (A,6%,04,714) and % = (B,58,08,1P) be fuzzy automata,
and let ¢ € Z(A, B) be a uniform fuzzy relation. Then ¢ is a weak forward bisimu-
lation from <f to < if and only if it satisfies (4.2) and (4.6), and functions

s plord, o, uex,

are mutually inverse isomorphisms between reverse Nerode automata o/ and By .

Proof. Con51der mappings 1 : Ay — By and ¢ : By — Ay, defined by n(t4}) =
@~ Lot and ¢(8) = p o 1B for every u € X*.

Let ¢ be a weak forward bisimulation from <7 to A. Clearly, 4.2) and (4.6)
hold According to Theorem 4.8, for every u € X", n(t2) =18 € By and ¢p(z8) =
’Iu € Ay.Thus, 1 maps Ay into By, and ¢ maps BN mto An. Also by the same
theorem, for every u € X*, n(¢(t8)) = p~L ool =B and p(n(18)) = po !
4 = 14, So, 17 and @ are mutually inverse b1]ect1ve mappings between AN
and BN

Moreover, directly from the definition of 1, we have T](TA) =15,

Also, for every u € X* and x € X we have that:

n(éAO(Tu/x)) = n(Txu) (P xu xu = 630(1—5/36) = 630 (n(Tﬁ)'x)

Next, according to Lemma 4.9, the following holds
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A AL A B B B A
TA, (Tu) =0 0T, = L(A)(u) =L(B)(u)=0"o Ty = TBG(Tu) = TBU(T](Tu ))-

Hence, 7 is an isomorphism of the reverse Nerode automata </ and %y.
Similarly we prove that ¢ is an isomorphism from %y to .

Conversely, let (4.2) and (4.6) hold, and let 7 and ¢ be mutually inverse
isomorphisms between <y and Ay.

Since 74 and 7? are the unique initial states of <y and %y, we have that
n(t?) = 78 and ¢(t4) = 78. Thus, ¢ 1 o1 = 8 and p o 78 = 74

Suppose that r](T{}) =18 for every u € X", of length n. Consider now, v € X",
of length n+1. Assume that v = xu, where u € X* is a word of length n, and
x € X. Then,

n(t4,) = (o4, (th,x)) = 8p, (n(t}),x) = dp, (75, %) = 5,.

Hence, by induction we have (%) = &, for every u € X*. Similarly, ¢(z5) =
T{}, for every u € X*, which means that (4.17) holds. Therefore, according to
Theorem 4.8 we conclude that ¢ is a weak forward bisimulation. [

4.4. Weak forward bisimulation equivalent automata

Let.oZ =(A,0%,0%,7") and & = (B, 58,08, 18) be fuzzy automata. If there exists
a complete and surjective weak forward bisimulation from 7 to %, then we
say that </ and % are weak forward bisimulation equivalent, or briefly WFB-
equivalent, and we write &7 ~wrp #. Note that surjectivity and completeness
of this forward bisimulation means that every state of A is equivalent to some
state of B, and vice versa. It is also worth noting, that if there exists an weak
forward bisimulation between &7 and %, which is complete and surjective,
then the greatest weak forward bisimulation between .7 and % have the
same property, and according to Theorem 4.6, it is a uniform weak forward
bisimulation.
For arbitrary fuzzy automata <7, % and ¢ we have the following:

o ~wrp &; A ~wr B = B ~WrB I ;
(527 ~WEB B A B ~WEB Cf) =9 ~WEB % . (4.25)

Analogously, &7 and % are weak backward bisimulation equivalent, briefly
WBB-equivalent, in notation &/ ~wgp %, if there exists a complete and sur-
jective weak backward bisimulation from . to 4.

Next, we prove the following useful lemma.

Lemma 4.12. Let o/ = (A,6%,04,74) and % = (B,6%,08,7P) be fuzzy automata
and let ¢ be an weak forward isomorphism from o to 8. Let E and F be the greatest
weak forward bisimulation equivalences on <f and 98, respectively.

Then for every a,b € A the following holds:
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E(a,b) = F(¢(a), (b))

Proof. By the definition of the greatest weak forward bisimulation equiva-
lences, and a weak forward isomorphism we have:

E@b) = /\ ti@ o ti®) = [\ 1h6@) o th@®) = F@@a),¢b),

ueX* ueX*
foreverya,be X*. O

Theorem 4.14. Let o7 = (A,64,0%,t*) and % = (B,58,0®,1P) be fuzzy automata,
and let E and F be the greatest weak forward bisimulation equivalences on </ and
. Then of and 9 are WEB-equivalent if and only if there exists a weak forward
isomorphism between factor automata </ |E and ZB|/F.

Proof. Let o7 and % be WEB-equivalent automata, that is, let there exists a
complete and surjective weak forward bisimulation ¢ from &/ to %. Now,
by Theorem 4.6, there exists the greatest weak forward bisimulation ¢ from
</ to %, which is a partial fuzzy function. Since ¢ is complete and surjective,
and ¢ < ¢, then ¢ is also complete and surjective. Hence, ¢ is a uniform
weak forward bisimulation.

Now, according to Theorem 4.10, Efg and Ez are weak forward bisim-
ulation equivalences on &/ and %, respectively, and ¢ is a weak forward
isomorphism of factor automata <7/ Efl and 48/ Eg.

LetPand Qbe respective%}y the greatest weak forward bisimulation equiv-
alences on ,cf//Efl and %/EB. Define a function & : (ucf/’/Efl)/P — (%/EB)/Q,
by &(Pa) = Qg for everya € Ej’;. Using Lemma 4.12, it is easy to prove that &
is a well-defined bijective function and according to (4.18), (4.25) and the fact
that ¢ is a weak forward isomorphism, we obtain that £ is a weak forward
isomorphism.

By Corollary 4.1 it follows that P =E /EX and Q = F/E?, and according

to Theorem 2.1, &7 /E is isomorphic to («// Ei) /P and Z/F is isomorphic to

(#/ Eg) /Q, so &/ E is isomorphic to #/F. According to Lemma 4.8 we obtain
that </ /E is weak forward isomorphic to %/F.

Conversely, if there exists an weak forward isomorphism from %/ /E to
Z|F, then according to Lemma 4.11, </ /E is WFB-equivalent to %/F. Also,
by Theorem 4.9, o/ and &/ /E are WFB-equivalent and % and %/F are WFB-
equivalent. Now, according to (4.25), & is WFB-equivalent to . O

Corollary 4.2. Let </ be a fuzzy automaton, let E be the greatest weak forward
bisimulation equivalence on <7, and let WIFIB(«7) be the class of all automata
which are WFB-equivalent to o/. Then <f | E is a minimal automaton in WIFB(<7).
Moreover, if % is any minimal automaton in WIFIB(7), then there exists a weak
forward isomorphism between </ [E and A.

Proof. Let % be an arbitrary minimal automaton in WIFB(.«7), and let F be
the greatest weak forward bisimulation equivalence on %. According to the
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previous theorem, there exists a weak forward isomorphism between <7 /E
and #/F, and by Theorem 4.9 and (4.25) it follows that #/F € WFB().
Now, by minimality of # we have that F is the equality relation on B. Thus,
we obtain #/F = B. Hence, there is a weak forward isomorphism between
</ |E and 4.

Therefore, o/ /E is also a minimal automaton in WIFB(«). O






Chapter 5
Paige-Tarjan type algorithms

The known state minimization algorithms for non-deterministic finite
automata, like those in [14, 71, 86, 87, 114], are not significant in practical
use. Therefore, NFA state reduction methods are widely studied. The state
reduction methods do not necessarily give a minimal NFAs, but they give
"reasonably” small one that can be efficiently constructed.

Minimization algorithms for DFAs are based on computing and merg-
ing indistinguishable states. As an attempt to adopt this method to a non-
deterministic case, Ilie and Yu have introduced the concept of a right in-
variant equivalence on an NFA in [59, 60]. Right invariant equivalences
have been studied in [17, 16, 28, 60, 62, 63]. Furthermore, the same concept
was studied under the name "bisimulation equivalence" in many areas of
computer science and mathematics, such as modal logic, model checking,
set theory, formal verification, etc., and numerous algorithms have been
proposed to compute the greatest bisimulation equivalence on a given la-
beled graph or a labeled transition system (cf. [77, 81, 82, 83, 89, 103]). The
faster algorithms are based on the crucial equivalence between the greatest
bisimulation equivalence and the relational coarsest partition problem (see
[40, 44, 67,102, 88]).

Ilie and Yu also introduced the dual concept to the concept of right invari-
ant equivalence, called a left invariant equivalence on an NFA, and showed
that even smaller NFAs can be obtained alternating reductions by means
of right invariant and left invariant equivalences [59, 60, 62, 63]. Another
approach in the state reduction was proposed by Champarnaud and Coulon
in [15, 16]. They used quasi-orders (preorders) instead of equivalences and
showed that the method based on quasi-orders gives better reductions than
the method based on equivalences. They gave an algorithm for comput-
ing the greatest right invariant and left invariant quasi-orders on an NFA
working in a polynomial time, which was later improved in [62, 63].

Since fuzzy finite automata are generalizations of NFAs, in the work with
fuzzy automata, the analogue minimization and reduction problems are

81
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also presented. Various researches considered the state reduction problem
for fuzzy automata and they provided several algorithms which are also
based on the idea for computing and merging indistinguishable states [2,
25,74, 85, 84, 94]. It is worth mentioning, that although these algorithm are
called the minimization algorithms, in the general case they do not produce
the minimal fuzzy automaton in the set of all fuzzy automata recognizing a
given fuzzy language, so these are just reduction algorithms.

Contrary to the deterministic case, where we can effectively detect and
merge indistinguishable states, in the non-deterministic case is difficult to
decide whether two states are distinguishable or not. In the case of fuzzy
automata, this problem is even bigger, due to the fact we work with fuzzy
sets of states. However, in the non-deterministic case indistinguishability
can be successfully modeled by equivalences and quasi-orders. In [26, 27] it
is shown that in the fuzzy case the indistinguishability can be modeled by
fuzzy equivalences, and in [117] it is shown that this can be done by fuzzy
quasi-orders, too. Namely, in [117], the reduction of fuzzy automata by means
of the right and left invariant fuzzy quasi-orders as well as the reduction by
means of the right and left invariant fuzzy equivalences is considered. In the
same papet, it is shown that right invariant fuzzy quasi-orders on the given
automaton &7 form a complete lattice whose greatest element gives the best
reduction of &/ by means of fuzzy quasi-orders of this type. Furthermore,
we propose the procedure for computing the greatest right invariant fuzzy
quasi-order on a given fuzzy automaton.

This chapter will also be dedicated to the reduction of fuzzy automata
by means of right and left invariant fuzzy quasi-orders and right and left
invariant fuzzy equivalences, but here we will propose the new algorithm
for computing the greatest right invariant fuzzy quasi-order on the given
fuzzy automaton, which is based on the famous Paige-Tarjan’s coarsest par-
tition problem [88]. Afterwards, the modification of previous algorithm,
which computes the greatest right invariant equivalence on the given non-
deterministic automaton will be proposed. This modified version performs
good complexity. Namely, the complexity of the first algorithm is O(n°m),
where 7 is the number of the states of the automaton &/ and m is the size of
the alphabet, whereas the complexity of the modified version is O(n%m).

5.1. Right and left invariant fuzzy quasi-orders

Let o7 = (A,0,0,7) be a fuzzy automaton over X and .Z. The fuzzy quasi-
order R € Z(A) is called right stabile or just r-stabile if it satisfies the following
system of fuzzy relational inequalities:

RodyoR<6,0R, xeX (5.1



5.1. Right and left invariant fuzzy quasi-orders 83

Similarly, the fuzzy quasi-order R € Z(A) is called left stabile( for short I-
stabile) if it satisfies the following system of fuzzy relational inequalities:

Rod,0R<Rody, xe€X (5.2)

Further, the fuzzy quasi-order R € Z(A) is said to be right invariant on <7 if
it is r-stabile and satisfies the following inequality:

Rot<T (5.3)

Analogously, it is called left invariant on </ if it is l-stabile and satisfies the
following inequality:
ocoR<o. (5.4)

According to the fact that the fuzzy quasi-order R is a solution to (5.3) if and
only if:
R< 7\t =75,

we conclude that the r-stabile fuzzy quasi-order on the given fuzzy au-
tomaton 7 is the right invariant fuzzy quasi-order on %/ if and only if it is
contained in 7/*. And similarly, since fuzzy quasi-order R is a solution to
(5.4) if and only if:

R<o\o=n,

we obtain that the l-stabile fuzzy quasi-order on the given fuzzy automaton
o/ is the left invariant quasi-order on .7 if and only if it is contained in 7%*.

It is worth mentioning that the notion of r-stability and I-stability of fuzzy
quasi-order on fuzzy automaton & = (A,0,0,7), which is introduced here
actually coincides with the notion of right invariant and left invariant fuzzy
quasi-order on a given fuzzy transition system .o/ = (A,0). Therefore, the
problem of finding the greatest right invariant fuzzy quasi-order on a fuzzy
automaton is equivalent to the problem of finding the greatest right invariant
fuzzy quasi-order on the corresponding fuzzy transition system contained
in a given fuzzy quasi-order R.

Let us note that, since every fuzzy-quasi order is a reflexive relation, it is
easy to prove that fuzzy quasi-order R is right invariant on ¢ if and only if
it satisfies the following system of fuzzy relational inequalities:

RodyoR=0640R, x€X (5.5)

Rot=m1, (5.6)

and that it is left invariant on <7 if it satisfies the following:
RodyoR=Rod,, x€X (5.7)

ocoR=o0. (5.8)
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A crisp quasi-order on A which is a solution to (5.5) and (5.6) is called a right
invariant quasi-order on &/ , and a crisp quasi-order which is a solution to
(5.7) and (5.8) is called a left invariant quasi-order on <. Let us note that
a fuzzy quasi-order on 7 is both r-stabile and I-stabile if and only if it is a
solution to the system

0yoR=Rody, x€X, (5.9)

and then it is called an stabile fuzzy quasi-order.

It is clear that all right and left invariant fuzzy quasi-orders on a fuzzy
automaton &/ are solutions of the general system (2.21), and hence, the
corresponding afterset fuzzy transition systems are equivalent to /.

The following theorem presents a version of the important result from
[117] which gives the characterization of the set of all right invariant fuzzy
quasi-orders

Theorem 5.1. Let o/ = (A, 0,0,7) be a fuzzy automaton.

(1) Then the set 2"(<f) of all right stabile fuzzy quasi-orders forms a complete
lattice, which is a complete join-subsemilattice of the lattice 2(A) of all fuzzy
quasi-orders on the set A.

(2) Then the set 2" (/) of all right invariant fuzzy quasi-orders is a principal ideal
of the lattice 27 (/).

The following lemma gives a characterization of r-stabile fuzzy quasi-
orders:

Lemma 5.1. Let &7 = (A,0,0,7) be a fuzzy automaton. A fuzzy quasi-order R €
2(A) is r-stabile on <7 if and only if:
R< /\ A\ (@GxoR)/(6:0R). (5.10)
xeX ceA
Proof. Consider the inequality (5.1), i.e.:
\/ R(a,b)® (050 R)((b,c) < (0xoR)(a,c), xe€X, a,ceA. (5.11)
beA

This is equivalent to:
R(a,b)® (6xoR)(b,c) < (0xoR)(a,c), xe€X, ab,ceA,
and according to the adjunction property this is equivalent to the following:

R(a,b) < /\(@ oR)(b,c) = (6xoR)@,c), xe€X, abeA.
ceA

Consequently, a fuzzy quasi-order R € #Z(A) is r-stable if and only if it
satisfies the following inequality
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R< /\(6:0R)/(6:0R), x€X,
ceA

which was to be proved. [
As the consequence of the previous lemma we have:

Lemma 5.2. Let &/ = (A,0,0,7) be a fuzzy automaton over X and P,R € 2(A),
where P < R. If P is r-stable then :

P<(5y0RY)/(6x0R%), x€X, acA.

Proof. Leta € A. According to the fact that P is r-stable, i.e. Po6yo P < 0y0P,
for every x € X we have

PodyoPoR<0O,0PoR, xeX
From PoR = RoP =R there holds
Pod,oR<0640R, x€X,

or equivalently,
\/P(b,c) ®(6xoR)(c,a) < (5xoR)(b,a), abeA, xeX.
ceEA

Therefore, it is clear that the following inequality holds
P(b,c) < (0xoR")/(6xoR")(b,c), x€X,
foreveryb,ce A.

Let & = (A,0,0,7) be a fuzzy automaton, let R be a fuzzy quasi-order
on «/. With Z(6,7,R) we will denote the subalgebra of .Z generated by all
membership values taken by 6 and R.

The next theorem provides a method for calculating the greatest right
invariant quasi order:

Theorem 5.2. Let &7 = (A,0,0,7) be a fuzzy automaton over X and U € Z(A)
universal relation on A.

Define the sequences {Qylxen and {Rylren of fuzzy quasi-orders on A as follows:
Initially for k =1

Ri =14,
Q=7 A\ G0 RD/(6:0RY), (5.12)

xeX

where a € A is an arbitrary element.
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;urther, for each k > 2 repeat the following step: Find a € A, such that R} # Q
and set

Ry1 = R AQY/Qp), (5.13)
Qee1 = QA (A (N GxoRE /G20 RE, ), (5.14)
xeX besi

(S = {b e A|QU(b) # 0)), until Ry = Qy. Then:

(a) Sequences {Qxlren and {Rylxen are descending;
(b) Qx < Ry for every k € N;
(c) For every k € N, for all c € A the following holds:

Qi < /\ (Bx0RE)/(5x 0 RY); (5.15)
xeX

(d) Qg and Ry are fuzzy quasi-orders for every k € N;

(e) If Ry = Qy, for some k € N, then Q is the greatest right invariant fuzzy quasi-
order on of ;

() If o is finite and £(5,7,R) satisfies DCC, then the sequences {Qxlren and
{Ri}ken are finite, that is, there exists k € N such that Ry, = Qy;

Proof. (a) Follows directly from the definition of Qj and Ry;

(b) We prove (b) by induction on k € N.

For k=1, evidently holds Q; <R;.

Suppose for k =m, Q < Ry, and prove Qi1 < Ryt

According to Lemma 1.4 we have Q,, < Qf,/Qy,, by induction assump-
tion Qy; < Ry, therefore Qn < Ry A (Q%,/Q%,) = Ryu41, and since {Qxlren is
descending, we have that Q,,+1 < Ry41, and that was to be proved.

(c) We prove (c) also by induction on k € N.

Primarily, for k = 1 all the foresets Ri of Ry are equal to each other, because
for any c € A, R{ is defined by R{(b) =1, for every b € A. By the definition of
Q1 we have :

Q1 < /\(6x0R)/(6:0 RS,
xeX
for every c € A, and hence for k = 1 inequality (5.26) holds.

Suppose that for k = m, inequality (5.26) holds and let us prove it for
k=m+1.

At first, let us note that directly from the definition of Q,,+1 we have:

Qi < \ (G0 RS, )/(0:0RS ), c€S3(0). (5.16)
xeX

Next, consider c € A where Q7,(c) =0, i.e.c € (A-S},). Now we will show that
R¢ . =RS,.ForalldeAwehave

m+1
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R}, .1(d) = Ryus1(d,0) = Ri(d, 0) A (Q5,/ Qr)(d, €) =
= R, (d) A (Qn(e) = Qi (d)) = R, (d) A (0 — Qi (d)) =
= RS (d) A1 =RS,(d).

Now, according to induction assumption we have that

Qm < /\(5x oR%,)/(0xoRS,), foreveryceA,
xeX

and we conclude the inequality holds also forall c € (A - S},). Since Q41 < Qi
we obtain:

Qut < /\(G+0 RS, )/(5:0RS ), ce(A=S)). (5.17)
xeX

From (5.16) and (5.17) we obtain that inequality (5.26) holds for k=m +1,
which was to be proved.

(d) By Lemma 1.1 and the fact that for every fuzzy subset f on A relation
defined by equation (1.47) is fuzzy quasi order it follows that Qy and Ry are
fuzzy quasi orders for every k € N.

(e) If R = Q, for some k € N, then according to (c) the following holds:

Q< /\(6x0QD/(G:0Qf), forallce 4,

xeX

which means that Qy is r-stable. From that and the fact that Q; < 7/*, we
conclude Qy is right invariant fuzzy quasi-order on <. In order to show that
Q is the greatest one, let us consider an arbitrary right invariant fuzzy quasi
order P on <.

We will prove that P < Q, for every n € N, by induction on n.

Forn =1, since P, U are fuzzy quasi-orders such that P < U = Ry, according
to Lemma 5.2 we have that P < (60 R)/(6 0 R]). Because of the fact P is right
invariant fuzzy quasi-order on <7, P have to satisfy the inequality (5.3), which
means P < 7/*. Thus P < Q; holds.

Suppose that assumption P < Q;, holds for n = m, and prove P < Q1.

Since P < Qu;, using (b), we obtain P < R, and by Lemma 1.4 it follows
P < Ry41. Then again according to Lemma 5.2 we obtain P < Qy,41, which
was to be proved.

(f) Let o be a finite fuzzy transition system and let .Z(9, 7, R) satisfy DCC.
Then fuzzy relations {R}ren can be considered as fuzzy matrices with entries
in Z(6,7,R), and for any pair (a,b) € AX A, the (a, b)-entries of these matrices
form a decreasing sequence {Ry(a,b)}ren of elements of £(6,7,R). By the
hypothesis, all these sequences stabilize, and since there is a finite number of
these sequences, there exists s € IN such that after s steps all these sequences
are stabilized. This means that the sequence {Ri}ren of fuzzy quasi-orders
also stabilizes after s steps, i.e., Ry = Ri41.
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Next, we will prove that if Ry = Ri4q then Ry = Q. If Ry = Ry then
Ry = Riy1 = R A (Qr/ Q).

and thus, Ry < Q}/Q;. Consequently, R} < Qf, and since Qf < R} we obtain
R} = Qf. This means that there is no foreset R} of Ry such that R} # Q}, or
equivalently Ry = Q. O

The previous theorem can be transformed into the following algorithm.

Algorithm 5.3 The input is a fuzzy automaton o/ = (A, X, (5A,QA,TA). The algo-
rithm computes the greatest right invariant fuzzy quasi-order R™ on </ .
The procedure constructs the sequences of fuzzy quasi-orders {Rylren and

{Oklken, in the following way:
(A1) In the first step we set

R1 =U
Q1 =7 A(/\ (60 R)/(6:0RY)).

xeX

(A2) After the kth step let Ry and Qy be fuzzy quasi-orders that have been con-
structed.

(A3) In the next step we find first a € A such that R} # Q) if such exists.

(A4) If a has been found in the previous step, construct thejkuzzy quasi-order Ry.1 by
means of the formula (B.55) and the fuzzy quasi-order Qy.1 by (B.56), otherwise
the procedure of constructing the sequence {Ry}xen and {Qxlren terminates and

Qk+1 1s the greatest right invariant fuzzy quasi-order on </ .

According to Theorem 5.2, if the subalgebra .Z(6,7,R) of .Z, generated by
all values taken by fuzzy transition relations of .27 and R, satisfies DCC, the
algorithm terminates in a finite number of steps.

Let us analize the computational time of this algorithm. Let # denote the
number of states of &/ and m the number of letters in the input alphabet X,
and let ¢y, ¢, cg and c_, be the computational costs of the operations V, A,
® and — in .Z, respectively. In particular, if . is linearly ordered, then the
operations V and A can be computed in constant time, so ¢y and ¢, can be
omitted, and similarly, when .# is the Godel structure, we can also omit cg
and c_,.

In the step (A1) in order to compute Q; we first compute 7/*, which can be
done in time O(n?c_,). Next, we compute the composition of fuzzy relations
64 and R?, for first a € A and if this computation is performed according to
the definition of composition od fuzzy relations, its computational time is
O(n?(cg +cv)). Then we compute A ex(0x © R7)/(6xoR]), and the computa-
tional time of this part s O(mn*(c_, +c,)). Thus, the total computational time
of (A1) is O(mn?(c_ +cp +cg +Cv)).
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In (A3) computational time to find a € A such that R} # Qf, if it exists, is
On?).

In (A4) computing of Ry using formula (B.55) can be done in time
O(n?(c_, +c,)) and the computing of Qi1 using formula (B.56) can be done
in O(mn3(c— +cp+cg+cy)).

The hardest problem is to estimate the number of steps, in the case when
it is finite. We need only to consider Rj because the both sequences have the
same number of elements if they are finite. Consider fuzzy relations Ry as
fuzzy matrices. After each step in the construction of the sequence {Ry}ren
we check whether some entry has changed its value, and the algorithm
terminates after the first step in which there was no change. Suppose that
Z(5,7,R) satisfies DCC. Then {{Ri(a,b)}en | (a,b) € A2} is a finite collection of
the finite sequences, so there exists | € IN such that the number of different
elements in each of these sequences is less than or equal to I. As the sequence
{Ri}ken is descending, each entry can change its value at most /-1 times,
and the total number of changes is less than or equal to (I - 1)(n% —n) (the
diagonal values must always be 1). Therefore, the algorithm terminates after
at most (I — 1)(n? —n) +2 steps (changes are happening between the second
and second to last step).

Summing up, we get that the total computation time for the whole algo-
rithm is O(Imn°(c_, +cp +cg +¢v)), and hence, the algorithm is polynomial-
time.

Let us note that if the subalgebra .2 (6, 7, R) is finite, then we can assume
that [ is the number of elements of this subalgebra. In particular, if .Z is the
Godel structure, then the only values that can be taken by fuzzy relations
{Ri}ken are 1 and those taken by fuzzy relations {6x}xex and R, and we
can assume that / = j+1, where j is the number of different values taken
by fuzzy relations {0y}xex and R. Therefore, in this case the algorithm termi-
nates after at most j(n2 —n)+2steps, or after at most (m + Dn?(n?—n)+2 steps,
since j < mn*+n?, and the computation time of our algorithm is O(jmn>), or
O(m?n’).

Finally, if . is the Boolean structure, then I = 2, and the algorithm termi-
nates after at most n? — 1 + 2 steps, which means that the computational time
of the algorithm is O(mn®).

According to (c) of Theorem 5.2, if the structure .Z is locally finite, then
for every fuzzy transition system .2/ over . we have that sequences of fuzzy
quasi-orders defined by (B.55) and (B.56) are finite. However, this does not
necessary hold if .Z is not locally finite, as the following example shows:

Example 5.1. Let £ be the Goguen (product) structure and &7 = (4,6,0,7) a
fuzzy automaton over .Z, where A = (1,2}, X = {x}, and ot is given by

o=[11],6,= [062 0(.)1]’T B H
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and let R be the universal relation on A. Applying to R the procedure from
Theorem 5.2, we obtain a sequences {Ryjren and {Qxlren of fuzzy quasi-
orders given by
11 11
Re=| 1 1| Q=|1q| keN,
2k-1 ok
and thus Ry # Qy, i.e., this sequences is infinite.
In the case fuzzy set of transition states is

using the procedure from Theorem 5.2 we obtain

weft 3 oefe ey ol

And hence the greatest right invariant equivalence on 7 is relation R;.

For a fuzzy automaton & = (A,0,0,7) over X and .Z, the greatest left
invariant fuzzy quasi-order R on A can be computed in a similar way as R™.

Namely, we define a sequences {R¥} ey and {QF}en of fuzzy quasi-orders
on A as follows:

Initially, k = 1:

R'=1,
Q"= A /\ (R} 0 8:)\(R} 06)),

xeX

where a € A is arbitrary element.
Further, for each k > 2 repeat the following step: Find a € A, such that
R} # Q; and set

R = REA(QANQD), (5-18)
Q1 = QA (\(/\ RET o 0\RE 06) (5.19)
X€X pesk

until Q% = Rk,

If .Z is locally finite, then this sequence are necessary finite and R
equals the least element.

It is important to maintain that the greatest right and left invariant fuzzy
quasi-orders are calculated using iterative procedures, but these calculations
are not approximative. If these procedures terminate in a finite number of
steps, exact solutions to the considered systems of fuzzy relation equations
are obtained.
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For a fuzzy automaton </ = (A, 0,0,7) over X and .Z we give also a proce-
dure for computing the greatest right invariant fuzzy equivalence on <. This
procedure is similar to the procedure given in Theorem 5.2 for fuzzy quasi-
orders, and it also works for all fuzzy automata over a locally finite complete
residuated lattice.

First of all, note that fuzzy equivalence E is a solution to inequality (5.3)
if and only if E < 7|t = 7/’

The following lemma will be needed for proving the main result:

Lemma 5.3. Let E,F € &(A) and E < F. If E is r-stable then the following holds:
E<(6x0F")|(6x0F"), x€X, acA. (5.20)
Proof. In the analogue way as in the proof of the Lemma 5.2, we show that:
E<(6xoF")/(6xoF"), xe€X, acA.
Using the fact that E is symmetric for every b,c € A:
E(b,c) = E(c,b) < ((6x 0 F")/(5x 0 F%))(c,b) =
= (63 0 F)(b) = (0x 0 F)(©) = (6 O F)\(8x 0 F) ) b, 0).
Therefore, E satisfies (5.20). O

Next theorem gives a method to compute the greatest right invariant
fuzzy equivalence on the given automaton 7.

Theorem 5.4. Let o7 = (A,6,0,7) be a fuzzy automaton over X, and U € Z(A)
universal relation on A.
Define the sequences {Exlken and {Xi}ren of equivalences on A as follows:
Initially for k =1
X1=U,
Ey=n/" A((6oXDI©G0XY)), forsomeac A. (5.21)

Further, for each k € N repeat the following step: Find a € A, such that X} # E}
and set

X1 = X A(ELIED),

Eier = Ee A (G0 EDIGoED) A\ Go X DIGoXE,)),  (522)
beig

(T" = {b e A|EXb) # 1)) until Xy = Ey. Then:

(a) Sequences {Elxen and {Xilken are descending;
(b) For every ke N, E; < Xi;
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(c) For every k € N, for all c € A the following holds :

Ee < (00 XDI(0x0 X5); (5.23)
xeX

(d) For every k € N, Xy and Ej are fuzzy equivalence relations;

(e) If Xy = Ey, for somek € N, then Ey is the greatest right invariant fuzzy equivalence
on of;

() If o is finite and £(5,7,R) satisfies DCC, then the sequences {Eylyen and
{Xlken are finite, that is, there exists k € N such that Xy = Ey;

Proof. (a) Follows directly from the definition of E; and Xj;

(b), (d) and (e) can be proved in the similar way as Theorem 5.2 (b), (d)
and (e), respectively.

(c) We will prove this by induction on the number of states.

For k =1 it can be proved in the similar way as Theorem 5.2(c).

Further, let k > 1. Let us show, first, that if Ei_l(b) =1 then X}lz = Ei_l. Using
the fact thatif Ef | (b) =1, then E} | = EZ_l, and for all c € A we have

X!(c) = Xi(c,b) = Xp1(c,b) A(EL_ |Ef_,)(c,b) =
=X! (OAE] () o E(©)=X! (A1 EL (o)
=X ()AE: (o) =Ef (o)

From the definition of relation Ey, it follows that Ej is stable w.r.t. X?, such

that E/_(b) # 1 and that it is also stable w.rt. Ef |, that is w.r.t. all Xi, such
that E; | (b) =1 . Therefore for k > 1 inequality (5.23) holds. O

The following example shows the case where the sequences of equiva-
lences obtained using (5.21) and (B.59) are infinite, whereas the sequences of
fuzzy quasi orders obtained using (5.12) and (B.56) are finite:

Example 5.2. Let £ be the Goguen (product) structure and & = (A,5%) a
fuzzy transition system over .Z, where A = {1,2,3}, X = {x}, and (3? is given
by

011
011

1
1 oo

&8 =

If we start from the universal relation on A, according to (5.21) and (B.59)
we obtain infinite sequence {Xj}xen and {Eglken of fuzzy equivalences on A,
where

1 1 # 1 1%

X = 1 1 2,(—_1,Ek= 1 1?,kEN
115 117
2k-1 k-1 2k ok
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On the other hand, if we also start from the universal relation, according to
(5.12) and (B.56) gives a finite sequence {Ry}ren 0f fuzzy quasi-orders on A,

where
111 111 111
111, Qr=|111), Ry=Qp=|111}
111 141 131

Ry =

The next example shows the case where R is a right invariant fuzzy quasi-
order and a Ep is not a right invariant fuzzy equivalence.

Example 5.3. Let £ be the Boolean structure, and let &/ = (A,(SA) be a fuzzy
transition system over .Z, where A = {1,2,3}, X = {x,y}, and fuzzy transition
relations &4 and 6‘; are given by

100

11 O}.

100
54 =1000|, &=
000 100

The greatest right invariant fuzzy quasi order R™ on 7, its natural fuzzy
equivalence Eg:i, and the greatest right invariant fuzzy equivalence E™ on &/

are given by
111 100 - [100
011, Ega=|011f, E"=|010

011 011 001

Rri —

Thus, E™ do not reduce the number of states of <7, but R reduces « to a
fuzzy transition system with two states.

Moreover, R" isarightinvariant fuzzy quasi-order, butits natural fuzzy equiva-
lence Egsi is not a right invariant fuzzy equivalence, because E™ < Ep.i. We
also have that the afterset fuzzy transition system .o/ /R™ is not isomorphic
to the factor fuzzy transition system o7/ Epsi, since

' 111 100
R706)oR"=|{111|, Egiod)oEga=|111].
111 111

5.2. Computing the right invariant equivalences on
non-deterministic automata

In this section, we present the modification of the algorithm for comput-
ing the greatest right invariant fuzzy equivalence. This method computes
the greatest right invariant equivalences for fuzzy automata over Boolean
structure, i.e. classical non-deterministic automata.
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Theorem 5.5. Let o/ = (A, d,0,7) be a nondeterministic automaton and U = AX A
universal relation on A.

Define the sequences {Ex}xen and {Ry}ren of equivalences on A as follows: Initially
fork=1

Ri=U,  Ev=n/"n([J@roUuni@:ou)
xeX

where a is arbitrary element in A.

Further, for each k € N repeat the following step: Find a € A, such that R} # E}
and set

Ryp1 = RN (ELIEY), (5.24)

Erer = B0 ([)((6x 0 (RE = EI@x 0 (RE — ED)) N (52 0 EDI©x 0 ED)),  (5.25)
xeX

until Ry = Ey. Then:

(a) Sequences {Ex}xen and {Ry}xen are descending;
(b)For every k € N, E;, C Ry;
(c) For every k € N, for all ¢ € A the following holds :

Ee S )@x o ROI(0x0 RE); (5.26)
xeX

(d)For every k € N, Ry and Ej are equivalence relations;
(e) The procedure terminates at most |A| — 1 steps and if it terminates after n steps
then E,, is the greatest right invariant equivalence on <.

Proof. (a), (b) and (d) can be proved in the analogue way as the proof of the
Theorem 5.4.

(c) We also prove (c) by induction on k € N.

In the case k =1 directly from the definition of E;, we obtain (5.26) holds.

Fork=2,R, =R N (E’ilE‘;) for some a € A. Since Ry = U it has only one
equivalence class and we will call it R]. According to the definition of Ry,
we conclude that R; is also an equivalence relation and it has exactly two
equivalence classes Ef and R{ — E7. Now, according to the definition of E; we
have:

Ea = Ex ([ )((6x 0 (R = ED)I(6x 0 (R = E)) N (8 0 EI(Sx 0 ES)))
xeX

which means,
E> C(0x0EDI(Ox0E]), x€X (5.27)

and
Ep C (00 (Rﬁ - E‘l‘))|(6x o (R‘{ - E”{))/ xeX. (5.28)

From (5.27) and (5.28) we have:
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Ep = Ea ([ (0 0 (R = ED)I(0x 0 (R = E)) N (82 0 EI@x 0 ES))),
xeX

and hence for k = 2 inequality (5.26) holds.
Suppose that for k = m inequality (5.26) is true, that is, for every b€ A,

En = En 0 ([ )(Gx o RO)IGx 0 RE)).
xeX

Consider equivalence relation Ry,4+1 = Ry N (E},|E7,), for some a € A such
that R%, # EY, . According to (b) Ef, C R%,. This means that except of the
equivalence class R, equivalence relations R, and R;,+1 have all equivalence
classes the same. Moreover, R;; has the equivalence class Rj,, whereas Ry,+1
has two equivalence classes E, and R}, — Ef,. Therefore, for any equivalence
class an+1' b e A, such that anﬂ # Ef and anﬂ # (R}, — E},), according to the
induction assumption we have:

Eni1 € En = En 0 ([ )(Gx 0 REI(5: 0 R})) =
xeX

= En 0 ([ )(Gxo R, I 0 RE, 1)) S [ |60 RE, IG o RY ),
xeX xeX

and hence,

Enst = Ent O )(6x0 RY, 100 RE,, 1))
xeX

Therefore, for every b € A, such that an .1 # Ejy and an q * Ry, —E3), (5.26)
holds. For equivalence classes Ef,, according to the definition of E,; the
following holds:

Ener € En ([ (620 Eil(000 E4))) € [)((0r 0 E&)I(65 0 ER),

xeX xeX

which means,
Ens1 = Enit N[ ) (@20 EIGx 0 Ef))
xeX

In analogue way we prove that:

Emst = Emar 0([)((0x 0 (RS, = ER)I(©x © (RS, — E5))))-
xeX

Hence, for k = m + 1 inequality (5.26) is satisfied, which was to be proved.
(e) According to (a), the sequence {E}ien is deceasing. So, since the first

equivalence E; in the worst case can have only one class, and the last equiv-

alence can have at most |A| equivalence classes (identical relation on A), we
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obtain that this algorithm terminates after at most |A| -1 steps. The other
part of the assertion can be proved in analogue way as Theorem 5.4(e). [

According to the previous theorem we have the following procedure for
computing the greatest right invariant equivalence on a given non- deter-
ministic automaton.

Algorithm 5.6 The input of this algorithm is a nondeterministic automaton o/ =
(A,X,6%,04,74). The algorithm computes the greatest right invariant equivalence
E"on of .

The procedure constructs the sequence of equivalences {Ry}xen and {Exlken, it
the following way:

(A1) In the first step we set
R1 =Uu

Ey =77 0 ([ ) (@ 0 R)IG: 0 RY)))
xeX

(A2) After the kth step let Ry and Ey. be equivalences that have been constructed.

(A3) In the next step we find first a € A such that R} # E} if it exists.

(A4) If in the previous step a was found then construct the equivalence Ryy1 by
means of the formula (5.24) and the equivalence Ey,1 by means of the formula
(B.62), otherwise the procedure of constructing the sequence {Ry}xen and {Ex}ren
terminates and Ey. is the greatest right invariant equivalence on <7

Observe now the computational time of this algorithm. Let n denote the
number of states of &7 and m the number of letters in the input alphabet X, and
let cy, cn, ce and c_, be respectively computational costs of the operations
U, N, ® and — in .Z. Since £ is Boolean structure we can assume that
Cu =Cn = ¢g = ¢ =1 and they can be omitted.

In the step (A1) in order to compute E; we firs compute 7/?, which can be
done in time O(n?c_,). Next, we compute the composition of fuzzy relations
64 and R?, for first a € A and if this computation is performed according to
the definition of composition od fuzzy relations, its computational time is
O(n?(cg +cu)). Then we compute (),ex(Ox 0 RDI(6x o R7), and the computa-
tional time of this part s O(mn*(c_, +cp)). Thus, the total computational time
of (A1) is O(mn®(c_, +cn + cg +cu)).

In (A3) computational time to find a € A R} # Qy, if it exists, is O(n?).

In (A4) computing of Ri; using formula (5.24) can be done in time
O(n?(c_ +cp)) and the computing of Ey,; using formula (B.62) can be done
in O(mn?(c— +cn +cg+cu)).

As we have shown in the Theorem 5.5(e), the number of steps of the
previous algorithm is at most 1 — 1 step, i.e. the computational time is O(n).

Summing up, we get that the total computation time for the whole algo-
rithm is O(mn3(c_, +cn + cg + cu)), and since we have the Boolean structure
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we obtain that computational time of the whole algorithm is O(mn3), the
algorithm is polynomial-time.
The following example shows the work of the algorithm.

Example 5.4. Let o/ = (A,0,6,7) be a non-deterministic automaton given by
the following figure:

Using the Algorithm 5.6(A1) we obtain:

1111111) 11
1111111 11
1111111 00
Ri=U=[1111111|, Er=n"n(["|6xoRDIG:0R]))={11
1111111 xeX 00
1111111 00
1111111) 00

01000]
01000
10111
01000].
10111
10111
10111

Now since in (A2), R% # E% we choose the first class E% and compute:

Ry =RyN(E] & E})

110100 0]
1101000
0010111
1101000
0010111
0010111

0010111]

, E2=Ei0([ ) @0xoEDIG:o ).

xeX

[1000000]
0100000
0010111
0001000{.
0010111
0010111

0010111]

Now again R} # E} and we choose the first class to compute R3 and Eg:
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100000 0]
0100000
0010111
E3=R;=0001000|.
0010111
0010111
0010111

The factor automaton <7 /E has four states and it is the minimal automaton

equivalent to &
— X X
y Yy
X ’ Xy

y

©

The previous example shows the case where for given non-deterministic
automaton the reduction by means of the greatest right invariant equivalence
produces the minimal one.

As we already mentioned, the Algorithm 5.3 for computing the greatest
rightinvariant fuzzy quasi-order for fuzzy automata over a Boolean structure
runs in O(mn°), so the procedure for computing the greatest right invariant
fuzzy equivalence for fuzzy automata over a Boolean structure, presented
in the previous section, also runs in O(mn°). Therefore, we conclude that
the Algorithm 5.6 gives the significant result when we consider the speed of
execution.



Appendix A
CH codes

Computing the greatest simulations and bisimulations

The following program performs implementation of the Algorithm 3.4
(Chapter 3) for computing the greatest forward and backward simulations
and forward, backward, forward-backward and backward-forward bisimu-
lations between two fuzzy automata.

99
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MainWindows.xaml

<Window x:Class="releqgraph.MainWindow"

xmlns="http://schemas.microsoft.com/winfx/2006/xaml/presentation”

xmlns:x="http://schemas.microsoft.com/winfx/2006/xaml"

Title="Relational Equations" Height="804" Width="870">

<Grid Height="747" Margin="0,14,-210,14">
<Grid.ColumnDefinitions>
<ColumnDefinition Width="3@5*"/>
<ColumnDefinition Width="767*"/>

</Grid.ColumnDefinitions>

<Button Content="Load initial A" Height="23" HorizontalAlignment="Left"
Margin="14,211,0,0" Name="buttonl" VerticalAlignment="Top" Width="75"
Click="buttonl_Click" />

<RadioButton Content="(1) Forward simulacija" Height="16"
HorizontalAlignment="Left" Margin="12,48,0,0" Name="radioButtonl" VerticalAlignment="Top
GroupName="equationType" IsChecked="True" />

<RadioButton Content="(2) Backward simulacija" Height="16"
HorizontalAlignment="Left" Margin="12,70,0,0" Name="radioButton2" VerticalAlignment="Top
GroupName="equationType" />

<RadioButton Content="(3) Forward bisimulacija" Height="16"
HorizontalAlignment="Left" Margin="12,92,0,0" Name="radioButton3" VerticalAlignment="Top
GroupName="equationType" IsEnabled="True" />

<TextBox Height="86" HorizontalAlignment="Left" Margin="14,270,0,0"
Name="tbInitialA" VerticalAlignment="Top" Width="172" AcceptsTab="False"
AcceptsReturn="True" TextChanged="tbInitial_TextChanged" />

<TextBox Height="96" HorizontalAlignment="Left" Margin="14,408,0,0"
Name="tbInitialB" VerticalAlignment="Top" Width="172" AcceptsTab="False"
AcceptsReturn="True" TextChanged="tbInitial_TextChanged" />

<Menu Height="28" HorizontalAlignment="Left" Name="menul" VerticalAlignment="Top
Width="848" Grid.ColumnSpan="2"></Menu>

<TextBox Height="86" HorizontalAlignment="Left" Margin="276,270,0,0"
Name="tbTransitionA" VerticalAlignment="Top" Width="172" AcceptsReturn="True"
Grid.ColumnSpan="2" TextChanged="tbTransitionA_TextChanged" />

<TextBox Height="86" HorizontalAlignment="Left" Margin="252,270,0,0"
Name="tbFinalA" VerticalAlignment="Top" Width="172" AcceptsReturn="True" Grid.Column="1"
/>

<TextBox Height="96" HorizontalAlignment="Left" Margin="276,408,0,0"
Name="tbTransitionB" VerticalAlignment="Top" Width="172" AcceptsReturn="True"
Grid.ColumnSpan="2" />

<TextBox Height="96" HorizontalAlignment="Left" Margin="252,408,0,0"
Name="tbFinalB" VerticalAlignment="Top" Width="172" AcceptsReturn="True" Grid.Column="1"
/>

<Button Content="Load transition A" Height="23" HorizontalAlignment="Left"
Margin="276,211,0,0" Name="button2" VerticalAlignment="Top" Width="112"
Click="button2_Click" Grid.ColumnSpan="2" />

<Button Content="Load final A" Height="23" HorizontalAlignment="Left"
Margin="252.045,211,0,0" Name="button3" VerticalAlignment="Top" Width="75"
Click="button3_Click" Grid.Column="1" />

<Button Content="Run" Height="23" HorizontalAlignment="Left" Margin="12,124,0,0"
Name="button4" VerticalAlignment="Top" Width="75" Click="button4_Click" />

<Label Height="28" HorizontalAlignment="Left" Margin="14,161,0,0" Name="message"
VerticalAlignment="Top" IsEnabled="True" FontSize="14" FontWeight="Bold"
Foreground="#FFD92426" />

<TextBox Height="112" HorizontalAlignment="Left" Margin="14,606,0,0"
Name="tbResult" VerticalAlignment="Top" Width="797" VerticalScrollBarVisibility="Auto"
Grid.ColumnSpan="2" />



A Cf codes

MainWindows.xaml

101

<Label Content="Result" Height="28" HorizontalAlignment="Left" Margin="14,564,0,0"

Name="1label4" VerticalAlignment="Top" />

<RadioButton Content="(4) Backward bisimulacija" Height="16"
HorizontalAlignment="Left" Margin="175,48,0,0" Name="radioButton4"
VerticalAlignment="Top" GroupName="equationType" Grid.ColumnSpan="2"
Checked="radioButton4_Checked" />

<RadioButton Content="(5) Forward-backward bisimulacija" Height="16"
HorizontalAlignment="Left" Margin="175,70,0,0" Name="radioButton5"
VerticalAlignment="Top" GroupName="equationType" Grid.ColumnSpan="2" />

<RadioButton Content="(6) Backward-forward bisimulacija" Height="16"
HorizontalAlignment="Left" Margin="175,92,0,0" Name="radioButton6"
VerticalAlignment="Top" GroupName="equationType" Grid.ColumnSpan="2" />

<Button Content="Exit" Height="23" HorizontalAlignment="Right"
Margin="0,724,37,0" Name="button5" VerticalAlignment="Top" Width="75"
Click="button5_Click" Grid.Column="1" />

<Button Content="Save Result" Height="23" HorizontalAlignment="Left"
Margin="431,723,0,0" Name="button6" VerticalAlignment="Top" Width="75"
Click="button6_Click" DataContext="{Binding}" Grid.Column="1" />

<Button Content="Clear Result" Height="23" HorizontalAlignment="Left"
Margin="93,124,0,0" Name="button7" VerticalAlignment="Top" Width="75"
Click="button7_Click" />

<Button Content="Button" Height="23" HorizontalAlignment="Left"
Margin="428.045,215,0,0" Name="button8" VerticalAlignment="Top" Width="75"
Click="button8_Click" Grid.Column="1" />

<Button Content="Load initial B" Height="23" HorizontalAlignment="Left"
Margin="14,380,0,0" Name="button9" VerticalAlignment="Top" Width="75"
Click="button9_Click" RenderTransformOrigin="0.427,7.217" />

<Button Content="Load transition B" Height="23" HorizontalAlignment="Left"
Margin="276,380,0,0" Name="buttonl®" VerticalAlignment="Top" Width="112"
Click="buttonl1e_Click" Grid.ColumnSpan="2" />

<Button Content="Load final B" Height="23" HorizontalAlignment="Left"
Margin="252,380,0,0" Name="buttonll" VerticalAlignment="Top" Width="75"
Click="button11l_Click" Grid.Column="1" />

</Grid>

</Window>
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using System;

using System.Collections.Generic;
using System.Ling;

using System.Text;

using System.Windows;

using System.Windows.Controls;
using System.Windows.Data;

using System.Windows.Documents;
using System.Windows.Input;

using System.Windows.Media;

using System.Windows.Media.Imaging;
using System.Windows.Navigation;
using System.Windows.Shapes;
using System.IO;

using Microsoft.Win32;

namespace releqgraph
{
/// <summary>
/// Interaction logic for MainWindow.xaml
/// </summary>
/17

public partial class MainWindow : Window

{
public const int NUMBER_OF_ITERATIONS = 10;

public MainWindow()
{

¥
//Load initial A
private void buttonl_Click(object sender, RoutedEventArgs e)

{

InitializeComponent();

OpenFileDialog openFileDialog = new OpenFileDialog();
openFileDialog.DefaultExt = "txt";
if (openFileDialog.ShowDialog().Value)
{
string fullPathname = openFileDialog.FileName;
FileInfo src = new FileInfo(fullPathname);
TextReader reader = src.OpenText();
string line = reader.ReadlLine();
tbInitialA.Text = "";
while (line != null)

tbInitialA.Text += line + '\n';
line = reader.ReadlLine();

¥

//Load transition A
private void button2_Click(object sender, RoutedEventArgs e)
{
OpenFileDialog openFileDialog = new OpenfFileDialog();
openFileDialog.DefaultExt = "txt";
if (openFileDialog.ShowDialog().Value)
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string fullPathname = openFileDialog.FileName;
FileInfo src = new FileInfo(fullPathname);
TextReader reader = src.OpenText();
string line = reader.ReadlLine();
while (line != null)

tbTransitionA.Text += line + '\n';
line = reader.ReadlLine();

}

}
//Load final A
private void button3_Click(object sender, RoutedEventArgs e)
{
OpenFileDialog openFileDialog = new OpenFileDialog();
openFileDialog.DefaultExt = "txt";
if (openFileDialog.ShowDialog().Value)

string fullPathname = openFileDialog.FileName;
FileInfo src = new FileInfo(fullPathname);
TextReader reader = src.OpenText();

string line = reader.ReadLine();
//tbInitial.Text = "";

while (line != null)

tbFinalA.Text += line + '\n';
line = reader.ReadlLine();

}

//Load initial B
private void button9_Click(object sender, RoutedEventArgs e)
{
OpenFileDialog openFileDialog = new OpenFileDialog();
openFileDialog.DefaultExt = "txt";
if (openFileDialog.ShowDialog().Value)
{
string fullPathname = openFileDialog.FileName;
FileInfo src = new FileInfo(fullPathname);
TextReader reader = src.OpenText();
string line = reader.ReadlLine();
tbInitialB.Text = "";
while (line != null)

tbInitialB.Text += line + '\n';
line = reader.ReadlLine();

¥

//Load transition B
private void button1@_Click(object sender, RoutedEventArgs e)
{
OpenFileDialog openFileDialog = new OpenFileDialog();
openFileDialog.DefaultExt = "txt";
if (openFileDialog.ShowDialog().Value)
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string fullPathname = openFileDialog.FileName;
FileInfo src = new FileInfo(fullPathname);
TextReader reader = src.OpenText();
string line = reader.ReadlLine();
while (line != null)
{
tbTransitionB.Text += line + '\n';
line = reader.ReadlLine();

¥

}
//Load final B
private void buttonll_Click(object sender, RoutedEventArgs e)

{
OpenFileDialog openFileDialog = new OpenFileDialog();
openFileDialog.DefaultExt = "txt";
if (openFileDialog.ShowDialog().Value)
{
string fullPathname = openFileDialog.FileName;
FileInfo src = new FileInfo(fullPathname);
TextReader reader = src.OpenText();
string line = reader.ReadLine();
//tbInitial.Text = "";
while (line != null)
tbFinalB.Text += line + '\n';
line = reader.ReadlLine();
}
}
}

private void button4_Click(object sender, RoutedEventArgs e)
{
try
{
//parsing relation from textbox
Function SigmaA = new Function();
RelationArray DeltaArrayA = new RelationArray();
Function TauA = new Function();
Function SigmaB = new Function();
RelationArray DeltaArrayB = new RelationArray();
Function TauB = new Function();
SigmaA.loadFromStringArray(tbInitialA.Text);
DeltaArrayA.loadFromStringMatrix(tbTransitionA.Text);
TauA.loadFromStringArray (tbFinalA.Text);
SigmaB.loadFromStringArray(tbInitialB.Text);
DeltaArrayB.loadFromStringMatrix(tbTransitionB.Text);
TauB.loadFromStringArray (tbFinalB.Text);

tbResult.Text += '\n';
tbResult.Text += =
SigmaA.writeToTextBox(tbResult);

tbResult.Text += "================ Transition A =================";

= Initial A

>
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tbResult.Text += DeltaArrayA.toString();

tbResult.Text += "====== ======== Final A =
TauA.writeToTextBox(tbResult);

tbResult.Text += '\n';

tbResult.Text += = Initial B
SigmaB.writeToTextBox(tbResult);

tbResult.Text += "================ Transition B =================";
tbResult.Text += DeltaArrayB.toString();

tbResult.Text += "================ Final B =================";

TauB.writeToTextBox(tbResult);

if (radioButtonl.IsChecked == true)
solvel(SigmaA, DeltaArrayA, TauA, SigmaB, DeltaArrayB, TauB,

tbResult);
else if (radioButton2.IsChecked == true)
solve2(SigmaA, DeltaArrayA, TauA, SigmaB, DeltaArrayB, TauB,
tbResult);
else if (radioButton3.IsChecked == true)
solve3(SigmaA, DeltaArrayA, TauA, SigmaB, DeltaArrayB, TauB,
tbResult);
else if (radioButton4.IsChecked == true)
solve4(SigmaA, DeltaArrayA, TauA, SigmaB, DeltaArrayB, TauB,
tbResult);
else if (radioButton5.IsChecked == true)
solve5(SigmaA, DeltaArrayA, TauA, SigmaB, DeltaArrayB, TauB,
tbResult);
else if (radioButton6.IsChecked == true)
solve6(SigmaA, DeltaArrayA, TauA, SigmaB, DeltaArrayB, TauB,
tbResult);
catch (Exception ex)
{
message.Content = ex.Message + ex.StackTrace;
}
}

private void solvel(Function SigmaA, RelationArray DeltaArrayA, Function TauA,
Function SigmaB, RelationArray DeltaArrayB, Function TauB, TextBox tb)
{
Relation X1 = new Relation(TauA.Rightarrow(TauB));
Relation pom = new Relation(X1);
Relation Inverzija = new Relation(X1l.inverse());
Function KompStart = new Function(SigmaB.fcomposition(Inverzija));
Boolean startcond = SigmaA.Less(KompStart);
Boolean forward = true;
int numberOfIterations = 0;
while (startcond && forward && numberOfIterations <= NUMBER_OF_ITERATIONS)
{
numberOfIterations++;
tbh.Text += "\n';
tb.Text += "
th.Text += "
pom.writeToTextBox(tb);
Relation next = new Relation(pom.fs(DeltaArrayA, DeltaArrayB));

Iteration: + numberOfIterations +

X "+ numberOfIterations + =
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th.Text += Iteration: + numberOfIterations +
th.Text += next " + numberOfIterations + " =
next.writeToTextBox(tb);

startcond = SigmaA.Less(SigmaB.fcomposition(next.inverse()));

if (next.Equals(pom))

MainWindows.cs

forward = false;
pom = new Relation(next);

}

if (startcond == false)

tb.Text += "========== No forward simulation between A and B ==========";

}

private void solve2(Function SigmaA, RelationArray DeltaArrayA, Function TauA,
Function SigmaB, RelationArray DeltaArrayB, Function TauB, TextBox tb)

{

Relation prev = new Relation(SigmaA.Rightarrow(SigmaB));
Boolean forward = true;
Boolean startcond = TauA.Less(TauB.compositionf(prev));
int numberOfIterations = 0;
while (startcond && forward &% numberOfIterations <= NUMBER_OF_ITERATIONS)
{
numberOfIterations++;
tbh.Text += "\n';
tb.Text += "========== Tteration:

+ numberOfIterations + " ==========
tb.Text += "\n'
th.Text += " X " + numberOfIterations + " =========="
prev.writeToTextBox(tb);
Relation next = new Relation(prev.bs(DeltaArrayA, DeltaArrayB));
th.Text += " Iteration: " + numberOfIterations + " "
th.Text += next " + numberOfIterations + " ===
next.writeToTextBox(tb);
startcond = TauA.Less(TauB.compositionf(next));
if (next == prev)

forward = false;
prev = new Relation(next);

if (startcond == false)
tb.Text += "========== No backward simulation between A and B

private void solve3(Function SigmaA, RelationArray DeltaArrayA, Function TauA,

Function SigmaB, RelationArray DeltaArrayB, Function TauB, TextBox tb)

{
Relation X11 = new Relation(TauA.Rightarrow(TauB));

Relation poml =new Relation(TauA.Leftarrow(TauB));

Relation X1 = new Relation(X11.infimum(poml));

Boolean forwardb = true;

Boolean startcondl = SigmaA.Less(SigmaB.fcomposition(X1l.inverse()));
Boolean startcond2 = SigmaB.Less(SigmaA.fcomposition(X1));

Boolean startcond = startcondl && startcond2;

int numberOfIterations = 0;

while (startcond && forwardb && numberOfIterations <= NUMBER_OF_ITERATIONS)
{

numberOfIterations++;

>
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tbh.Text += '"\n';

th.Text += Iteration: " + numberOfIterations + "
th.Text +=
tb.Text += X " + numberOfIterations + " ==========";

X1.writeToTextBox(tb);

Relation X2 = new Relation(X1l.fb(DeltaArrayA, DeltaArrayB));
startcondl = SigmaA.Less(SigmaB.fcomposition(X2.inverse()));
startcond2 = SigmaB.Less(SigmaA.fcomposition(X2));
startcond = startcondl && startcond2;
if (X2 == X1)

forwardb = false;
X1 = new Relation(X2);

if (startcond == false)

private void solve4(Function SigmaA, RelationArray DeltaArrayA, Function TauA,
Function SigmaB, RelationArray DeltaArrayB, Function TauB, TextBox tb)
{

private void solve5(Function SigmaA, RelationArray DeltaArrayA, Function TauA,

tb.Text += "========== No forward bisimulation between A and B

Relation X11 = new Relation(SigmaA.Rightarrow(SigmaB));

Relation X1 = new Relation(X1l.infimum(SigmaA.Leftarrow(SigmaB)));

Boolean startcondl = TauA.Less(TauB.compositionf(X1));

Boolean startcond2 = TauB.Less(TauA.compositionf(X1l.inverse()));
Boolean startcond = startcondl && startcond2;

Boolean forward = true;

int numberOfIterations = 0;

while (startcond && forward &% numberOfIterations <= NUMBER_OF_ITERATIONS)

{

numberOfIterations++;
tbh.Text += "\n';

th.Text += ' Iteration: " + numberOfIterations + "
th.Text +=
th.Text += X " + numberOfIterations + " =

X1.writeToTextBox(tb);
Relation X2 = new Relation(X1.bb(DeltaArrayA, DeltaArrayB));
startcondl = TauA.Less(TauB.compositionf(X2));
startcond2 = TauB.Less(TauA.compositionf(X2.inverse()));
startcond = startcondl &% startcond2;
if (X2 == X1)
forward = false;
X1 = new Relation(X2);

}
if (startcond == false)
tb.Text += "========== No backward bisimulation between A and B

Function SigmaB, RelationArray DeltaArrayB, Function TauB, TextBox tb)

{

Relation X11 = new Relation(TauA.Rightarrow(TauB));
Relation X1 = new Relation(X11l.infimum(SigmaA.Leftarrow(SigmaB)));
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Boolean startcondl = SigmaA.Less(SigmaB.fcomposition(Xl.inverse()));
Boolean startcond2 = TauB.Less(TauA.compositionf(X1l.inverse()));

Boolean startcond = startcondl && startcond2;

Boolean forward = true;

int numberOfIterations = 0;

while (startcond && forward && numberOfIterations <= NUMBER_OF_ITERATIONS)
{

numberOfIterations++;

tb.Text += '\n';

tb.Text += "========== Iteration: " + numberOfIterations + " ==========";
tb.Text += '\n';
tb.Text += "========== X " + numberOfIterations + "

X1l.writeToTextBox(tb);
Relation X2 = new Relation(X1.fbb(DeltaArrayA, DeltaArrayB));
startcondl = SigmaA.Less(SigmaB.fcomposition(X2.inverse()));
startcond2 = TauB.Less(TauA.compositionf(X2.inverse()));
startcond = startcondl && startcond2;
if (X2 == X1)

forward = false;
X1 = new Relation(X2);

}
if (startcond == false)
tb.Text += "========== No forward-backward bisimulation between A and B

private void solve6(Function SigmaA, RelationArray DeltaArrayA, Function TauA,
Function SigmaB, RelationArray DeltaArrayB, Function TauB, TextBox tb)
{
Relation X11 = new Relation(SigmaA.Rightarrow(SigmaB));
Relation X1 = new Relation(X11l.infimum(TauA.Leftarrow(TauB)));
Boolean startcondl = TauA.Less(TauB.compositionf(X1));
Boolean startcond2 = SigmaB.Less(SigmaA.fcomposition(X1));
Boolean startcond = startcondl && startcond2;
Boolean forward = true;
int numberOfIterations = 0;
while (startcond && forward & numberOfIterations <= NUMBER_OF_ITERATIONS)
{
numberOfIterations++;
tb.Text += '\n';

tb.Text += "========== Iteration: " + numberOfIterations + " ==========";
tb.Text += '\n';
tb.Text += "========== X " + numberOfIterations + " ==========";

X1.writeToTextBox(tb);
Relation X2 = new Relation(X1l.bfb(DeltaArrayA, DeltaArrayB));
startcondl = TauA.Less(TauB.compositionf(X2));
startcond2 = SigmaB.Less(SigmaA.fcomposition(X2));
startcond = startcondl && startcond2;
if (X2 == X1)
forward = false;
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X1 = new Relation(X2);

if (startcond == false)
tb.Text += "========== No backward-forward bisimulation between A and B

private void button5_Click(object sender, RoutedEventArgs e)

Close();
}

private void button6_Click(object sender, RoutedEventArgs e)

{

SaveFileDialog saveDialog = new SaveFileDialog();
saveDialog.DefaultExt = ".txt";
saveDialog.AddExtension = true;
saveDialog.FileName = "Result";
saveDialog.OverwritePrompt = true;
saveDialog.Title = "Save Result";
saveDialog.ValidateNames = true;

if (saveDialog.ShowDialog().Value)

{

// create a writer and open the file

StreamWriter tw = new StreamWriter(saveDialog.FileName);
// write a line of text to the file
tw.WriteLine(tbResult.Text);

// close the stream

tw.Close();

}
private void button7_Click(object sender, RoutedEventArgs e)

tbResult.Text = "";
}

private void button8_Click(object sender, RoutedEventArgs e)

{
}

private void radioButton4_Checked(object sender, RoutedEventArgs e)

{
}

private void tbInitial_TextChanged(object sender, TextChangedEventArgs e)

{
}

private void tbTransitionA_TextChanged(object sender, TextChangedEventArgs e)
{
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using
using
using
using
using
using

System;
System.Collections.Generic;
System.Ling;

System.Text;
System.Text.RegularExpressions;
System.Windows.Controls;

namespace releqggraph

{

class Relation

{

private int nRows;
private int mCols;

private double[,] mat;

public Relation()

{
}
public Relation(int n, int m)
{

nRows = n;

mCols = m;

mat = new double[n, m];
}
public Relation(int n)
{

nRows = n;

mCols = n;

mat = new double[n, n];
}

//Pravi kopiju matrice
public Relation(Relation C)
{
nRows = C.getNRows();
mCols = C.getMCols();
mat = new double[nRows, mCols];
for (int i = @; i < nRows; i++)
for (int j = @; j < mCols; j++)
mat[i, j] = C.getElem(i, j);
}
//Vraca koliko ima redova
public int getNRows()
{

return nRows;

//Postavlja broj redova na n
public void setNRows(int n)

{

nRows = n;

//Vraca koliko ima kolona
public int getMCols()
{
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return mCols;

//Postavlja broj kolona na m
public void setMCols(int m)

{
¥

// vraca odgovarajuci element matrice
public double getElem(int i, int j)
{

mCols = m;

return this.mat[i, j1;

// postavlja vrednost odgovarajucem elementu matrice
public void setElem(int i, int j, double elem)

this.mat[i, j] = elem;

// postavlja sve elemente matrice na 1
public void allOnes(int n)
{

nRows = nj;

mCols = n;

mat = new double[n, n];

for (int i = 0; 1 < n; i++)

for (int j = 0; j < n; j++)
mat[i, j] = 1;

// ucitava string koji smo uneli i pravi matricu
public void loadFromString(string s)
{
string[] lines = Regex.Split(s, "\n");
List<string> linesList = new List<string>(lines);
//remove empty lines
List<string> itemsToRemove = new List<string>();
foreach (string 1 in linesList)

{
1.Replace("\r", "");
1.Replace("\n", "");
1.Trim();
if (l.Equals(string.Empty) || 1.Equals("\r")
itemsToRemove.Add(1);
}

foreach (string 1 in itemsToRemove)
linesList.Remove(l);
//check if list contains more then 1 line
if (linesList.Count() <= 1)
throw new Exception("Unable to parse matrix!");
//in the first line we have matrix dimensions
string[] dims = Regex.Split(linesList[@], " ");
this.nRows = Convert.ToInt32(dims[0]);

this.mCols = Convert.ToInt32(dims.Length > 1 ? dims[1] : dims[@]);

if (linesList.Count() != nRows + 1)
throw new Exception("Wrong number of rows specified!");

| 1.Equals("\n"))
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//create relation matrix
mat = new double[nRows, mCols];

for (int i = 1; i < linesList.Count(); i++)

{
string[] values = Regex.Split(linesList[i], " ");
if (values.Length != mCols)
throw new Exception("Wrong number of colums specified in the row: " +
i);
for (int j = @; j < values.Length; j++)
mat[i - 1, j] = Convert.ToDouble(values[j]);
}
}

}

// upis u tekst boks

public void writeToTextBox(TextBox tb)

{
tb.Text += '"\n';
tb.Text += nRows + " " + mCols + '\n';
for (int i = @; 1 < nRows; i++)

for (int j = @; j < mCols; j++)

tb.Text += mat[i, j1;
if (j == mCols - 1)
tb.Text += "\n';
else
tbh.Text += ' ';

}

}
public String toString()
{

B

String stringRepresentation =
stringRepresentation += this.nRows + " " + this.mCols + "\n";
for (int i = @; i < this.nRows; i++)

for (int j = @; j < this.mCols; j++)

stringRepresentation += this.mat[i, j];
if (j < this.mCols - 1)
stringRepresentation +=

won,
>

¥

stringRepresentation += "\n";

}

return stringRepresentation;

}
public Relation rightResiduall(Relation B)
{
if (this.nRows != B.getNRows() || this.mCols != B.getMCols())
throw new Exception("Incompatible relations for right residuall!");
Relation result = new Relation(this.mCols);
for (int i = @; i < result.getNRows(); i++)

{
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for (int j = @; j < result.getMCols(); j++)

if (1 == j)
result.setElem(i, j, 1);
else
int el = 1;

for (int k = @; k < this.nRows && el == 1; k++)
if (this.mat[k, i] > B.getElem(k, j))
el = o;
result.setElem(i, j, el);

}
¥

return result;

// levi rezidual tj. A/B
public Relation leftResiduall(Relation B)

{
if (this.nRows != B.getNRows() || this.mCols != B.getMCols())
throw new Exception("Incompatible relations for left residual!");
Relation result = new Relation(this.mCols);
for (int 1 = @; 1 < result.getNRows(); i++)
for (int j = @; j < result.getMCols(); j++)
if (i ==73)
result.setElem(i, j, 1);
else
{
int el = 1;
for (int k = @; k < this.mCols && el == 1; k++)
if (this.mat[j, k] > B.getElem(i, k))
el = 0;
result.setElem(i, j, el);
}
}
}
return result;
}
//AN{-1}
public Relation inverse()
{

Relation result = new Relation(this.mCols, this.nRows);
for (int i = @; i < result.getNRows(); i++)
for (int j = @; j < result.getMCols(); j++)
result.setElem(i, j, this.getElem(j, 1i));
return result;

// infimum dve relacije
public Relation infimumil(Relation B)

if (this.nRows != B.getNRows() || this.mCols != B.getMCols())
throw new Exception("Incompatible relations for infimum");
Relation result = new Relation(this.nRows, this.mCols);
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for (int 1 = @; 1 < this.nRows; i++)
for (int j = @; j < this.mCols; j++)
result.setElem(i, j, this.mat[i, j] * B.getElem(i, j));
return result;

public static Boolean operator ==(Relation A, Relation B)

if (A.getNRows() != B.getNRows() || A.getMCols() != B.getMCols())

return false;
Boolean eq = true;
for (int 1 = @; 1 < A.getNRows() && eq; i++)

for (int j = @; j < A.getMCols() && eq; j++)

if (A.getElem(i, j) != B.getElem(i, j))
eq = false;

return eq;

}

public static Boolean operator !=(Relation A, Relation B)

if (A.getNRows() !'= B.getNRows() || A.getMCols() != B.getMCols())
return true;
for (int 1 = @; 1 < A.getNRows(); i++)
for (int j = @; j < A.getMCols(); Jj++)
if (A.getElem(i, j) != B.getElem(i, j))
return true;
return false;

}
public override bool Equals(Object B)

if (!(B is Relation))

return false;
if (this.nRows != ((Relation)B).getNRows() || this.mCols !=

((Relation)B).getMCols())

return false;
for (int i = @; i < this.nRows; i++)

for (int j = @; j < this.mCols; j++)

if (this.mat[i, j] != ((Relation)B).getElem(i, j))
return false;

return true;

}
public override int GetHashCode()
{
return base.GetHashCode();
}

private int and(int a, int b)

{
}

return a * b;



A Cf codes 115

Relation.cs

private int or(int a, int b)

if (a + b == 2)

return 1;
else
return a + b;
}
// moj A\B

public Relation rightResidual(Relation B)

if (this.nRows != B.getNRows())
throw new Exception("Incompatible relations for right residual!");
Relation result = new Relation(this.mCols, B.mCols);
Function pom = new Function(this.nRows);
for (int i = @; i < result.getNRows(); i++)

{
for (int j = @; j < result.getMCols(); j++)
{
for (int k = @; k < pom.getNElems(); k++)
if (this.mat[k, i] <= B.getElem(k, j) )
pom.setFelem(k, 1);
else
pom.setFelem(k, (B.getElem(k, j)/this.mat[k, i]));
result.setElem(i, j, pom.getMin());
}
}

return result;

¥
// moj A/B
public Relation leftResidual(Relation B)

if (this.mCols!= B.getMCols())
throw new Exception("Incompatible relations for left residual!");
Relation result = new Relation(this.nRows, B.nRows);
Function pom = new Function(this.mCols);
for (int 1 = @; 1 < result.getNRows(); i++)

for (int j = @; j < result.getMCols(); j++)

{
for (int k = @; k < pom.getNElems() ; k++)
if (B.getElem(j, k) <= this.mat[i, k])
pom.setFelem(k, 1);
else
pom.setFelem(k, (this.mat[i, k] / B.getElem(j, k)));
result.setElem(i, j, pom.getMin());
}

}

return result;
public Relation composition(Relation B)

if (this.mCols != B.getNRows())
throw new Exception("Incompatible relations for composition™);
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Relation result = new Relation(this.nRows, B.getMCols());
Function pom = new Function(this.mCols);
for (int 1 = @; 1 < this.nRows; i++)

for (int j = @; j < B.getMCols(); j++)

for (int k = @; k < pom.getNElems(); k++)
pom.setFelem( k, (this.mat[i, k] * B.getElem(k, j)));
result.setElem(i, j, pom.getMax());
}
}
return result;

}

// infimum dve relacije
public Relation infimum(Relation B)

{
if (this.nRows != B.getNRows() || this.mCols != B.getMCols())
throw new Exception("Incompatible relations for infimum");
Relation result = new Relation(this.nRows, this.mCols);
for (int i = @; i < this.nRows; i++)
for (int j = @; j < this.mCols; j++)
if (this.mat[i, j] < B.getElem(i, j))
result.setElem(i, j, this.mat[i, j]);
else
result.setElem(i, j, B.getElem(i, j));
return result;
}

public Relation bs(RelationArray DeltaArrayA, RelationArray DeltaArrayB)

Relation previous = new Relation(this);
for (int i = @; i < DeltaArrayA.getNumberOfRelations(); i++)

Relation compRel = new
Relation(this.composition(DeltaArrayB.getRelation(i)));

Relation rightResidual = new
Relation(DeltaArrayA.getRelation(i).rightResidual(compRel));

Relation next = new Relation(previous.infimum(rightResidual));

previous = next;

}

return previous;

public Relation fs(RelationArray DeltaArrayA, RelationArray DeltaArrayB)
{

Relation previous = new Relation(this);

Relation invRel = new Relation(this.inverse());

for (int 1 = @; i < DeltaArrayA.getNumberOfRelations(); i++)

{
Relation compRel = new
Relation(DeltaArrayB.getRelation(i).composition(invRel));
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Relation leftResid = new
Relation(compRel.leftResidual(DeltaArrayA.getRelation(i)));

Relation invRell = new Relation(leftResid.inverse());

Relation next = new Relation(previous.infimum(invRell));

previous = next;

return previous;

}
public Relation fb(RelationArray DeltaArrayA, RelationArray DeltaArrayB)
{

Relation previous = new Relation(this);

Relation invRel = new Relation(this.inverse());

for (int i = @; i < DeltaArrayA.getNumberOfRelations(); i++)

{
Relation compRell = new
Relation(DeltaArrayB.getRelation(i).composition(invRel));
Relation compRel2 = new
Relation(DeltaArrayA.getRelation(i).composition(this));
Relation leftResidl = new
Relation(compRell.leftResidual(DeltaArrayA.getRelation(i)));
Relation leftResid2 = new
Relation(compRel2.leftResidual(DeltaArrayB.getRelation(i)));
Relation invRell = new Relation(leftResidl.inverse());
Relation pomInf = new Relation(invRell.infimum(leftResid2));
Relation next = new Relation(previous.infimum(pomInf));
previous = next;
}

return previous;

public Relation bb(RelationArray DeltaArrayA, RelationArray DeltaArrayB)
{

Relation previous = new Relation(this);

Relation invRel = new Relation(this.inverse());

for (int i = @; i < DeltaArrayA.getNumberOfRelations(); i++)

Relation compRell = new
Relation(this.composition(DeltaArrayB.getRelation(i)));

Relation compRel2 = new
Relation(invRel.composition(DeltaArrayA.getRelation(i)));

Relation rightResiduall = new
Relation(DeltaArrayA.getRelation(i).rightResidual(compRell));

Relation rightResidual2 = new
Relation(DeltaArrayB.getRelation(i).rightResidual(compRel2));

Relation invRel2 = new Relation(rightResidual2.inverse());

Relation pomInf = new Relation(rightResiduall.infimum(invRel2));

Relation next = new Relation(previous.infimum(pomInf));

previous = next;

}

return previous;
}
public Relation fbb(RelationArray DeltaArrayA, RelationArray DeltaArrayB)
{

Relation previous = new Relation(this);
Relation invRel = new Relation(this.inverse());
for (int 1 = @; i < DeltaArrayA.getNumberOfRelations(); i++)

{
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using
using
using
using
using
using

System;
System.Collections.Generic;
System.Text.RegularExpressions;
System.Ling;

System.Text;
System.Windows.Controls;

namespace releqggraph

{

class Function

{

private int nElems;
private double[] kol;

public Function()

{
}
public Function(int n)
{
nElems = n;
kol = new double[n];
}

//kopira fju
public Function(Function C)
{
nElems = C.getNElems();
kol = new double[nElems];
for (int i = @; 1 < nElems; i++)
kol[i] = C.getFelem(i);

//Vraca koliko ima elemenata
public int getNElems()
{

return nElems;

//Postavlja broj elemenata na n
public void setElems(int n)

{
¥

// vraca odgovarajuci element niza
public double getFelem(int i)

{
}

nElems = n;

return this.kol[i];

// vraca min
public double getMin()

double pom = this.getFelem(0);

for (int 1 = 1; i < this.getNElems(); i++)

if (this.getFelem(i) < pom)
pom = this.getFelem(i);
return pom;
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// vraca max
public double getMax()

{
double pom = this.getFelem(0);
for (int 1 = 1; i < this.getNElems(); i++)
if (this.getFelem(i) > pom)
pom = this.getFelem(i);
return pom;
}

// postavlja vrednost odgovarajucem elementu matrice
public void setFelem(int i, double elem)

this.kol[i] = elem;

// postavlja sve elemente niza na 1
public void allOneArray(int n)

{
nElems = n;
kol = new double[n];
for (int 1 = @; 1 < n; i++)
kol[i] = 1;
}

// ucitava string koji smo uneli i pravi niz

public void loadFromStringArray (string s)

{
string[] lines = Regex.Split(s, "\n");
List<string> linesList = new List<string>(lines);
linesList.ForEach(delegate(string 1)

1.Trim();
1)
//remove empty lines
List<string> itemsToRemove = new List<string>();
foreach (string 1 in linesList)

if (l.Equals(string.Empty))
itemsToRemove.Add(1);
}
foreach (string 1 in itemsToRemove)
linesList.Remove(l);
//check if list contains more then 1 line
if (linesList.Count() <= 1)
throw new Exception(“"Unable to parse array!" +
linesList.Count().ToString());
//in the first line we have array dimension
string[] dims = Regex.Split(linesList[@], " ");
this.nElems = Convert.ToInt32(dims[0@]);

if (linesList.Count() != 2)
throw new Exception("Wrong number of rows specified!");
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//create relation array
kol = new double[nElems];

string[] values = Regex.Split(linesList[1], " ");
if (values.Length != nElems)
throw new Exception("Wrong number of elements specified in the row.
");
for (int j = @; j < values.Length; j++)

kol[j] = Convert.ToDouble(values[j]);

}
// upis u tekst boks

public void writeToTextBox(TextBox tb)

{
tbh.Text += "\n';
tb.Text += nElems + '\n';
for (int 1 = @; i < nElems; i++)
{
tb.Text += kol[i];
tb.Text += ' ';
}
}

// right arrow

public Relation Rightarrow(Function B)

{
Relation result = new Relation(this.nElems, B.getNElems());
for (int 1 = @; 1 < result.getNRows(); i++)

for (int j = @; j < result.getMCols(); j++)

if (this.kol[i] <= B.getFelem(j))
result.setElem(i, j, 1);
else
result.setElem(i, j, (B.getFelem(j)/this.kol[i]) );
}
}

return result;

}

// left arrow

public Relation Leftarrow(Function B)

{
Relation result = new Relation(this.getNElems(),B.getNElems());
for (int i = @; i < result.getNRows(); i++)

for (int j = @; j < result.getMCols(); j++)

if (B.getFelem(j) <= this.getFelem(i))
result.setElem(i, j, 1);
else
result.setElem(i, j,(this.getFelem(i)/B.getFelem(j)));
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}
}
return result;
}
public Boolean Less(Function B)
{
Boolean result = true;
int i = o;
if ( this.nElems != B.getNElems())
result = false;
while (result && i < this.nElems)

if (this.kol[i]>B.getFelem(i))
result =false;
i++;
}
return result;

}

public Function fcomposition(Relation B)

if (this.nElems != B.getNRows())
throw new Exception("Incompatible relations for composition™);
Function result = new Function(B.getMCols());
Function pom = new Function(this.nElems);
for (int 1 = @; 1 < result.nElems; i++)

for (int k = @; k < pom.getNElems(); k++)
pom.setFelem(k, (this.kol[k] * B.getElem(k, i)));
result.setFelem(i, pom.getMax());

}

return result;
public Function compositionf(Relation B)

if (this.nElems != B.getMCols())
throw new Exception("Incompatible relations for composition");
Function result = new Function(B.getNRows());
Function pom = new Function(this.nElems);
for (int 1 = @; i < result.nElems; i++)

{
for (int k = @; k < pom.getNElems(); k++)
pom.setFelem(k, (B.getElem(i,k)* this.kol[k]));
result.setFelem(i, pom.getMax());
}

return result;
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using System;

using System.Collections.Generic;
using System.Ling;

using System.Text;

using System.Text.RegularExpressions;
using System.Windows.Controls;

namespace releqggraph
{
class RelationArray

{

List<Relation> relArray = new List<Relation>();

public RelationArray()

{
}
public void addNewRelation(Relation r)
{
relArray.Add(r);
}

public int getNumberOfRelations()
{

return this.relArray.Count();

public Relation getRelation(int 1)
{

return this.relArray[i];

public void loadFromStringMatrix(string s)

{
string[] lines = Regex.Split(s, "\n");
List<string> linesList = new List<string>(lines);
linesList.ForEach(delegate(string 1)

1.Replace("\r", "");
1.Replace("\n", "");
1.Trim();
1
//remove empty lines
List<string> itemsToRemove = new List<string>();
foreach (string 1 in linesList)

if (l.Equals(string.Empty) || 1.Equals("\r") || 1.Equals("\n"))

itemsToRemove.Add(1);
}
foreach (string 1 in itemsToRemove)
linesList.Remove(l);
//check if list contains more then 1 line
if (linesList.Count() <= 1)
throw new Exception("Unable to parse matrix!");
//in the first line we have matrix dimensions
string[] dims = Regex.Split(linesList[@], " ");
int numberOfRelations = Convert.ToInt32(dims[0]);
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int dimension = Convert.ToInt32(dims[1]);

for (int 1 = @; i < numberOfRelations; i++)

{
String relStr = dims[1] + " " + dims[1] + "\n";
for (int j = 1 * dimension + 1; j < (i + 1) * dimension + 1; j++)
relStr += linesList[j] + "\n";
Relation r = new Relation();
r.loadFromString(relStr);
relArray.Add(r);
}
}
public String toString()
{
String strRepresentation = "";
for (int 1 = @; i < relArray.Count(); i++)
{
strRepresentation += relArray[i].toString();
strRepresentation += "\n";
}
return strRepresentation;
}






Appendix B
Bisimulacije za fazi automate

Teorija fazi skupova nastaje iz potrebe da se odredjeni koncepti ljudskog
znanja predstave pomoc¢u matemati¢kih modela. Pojam fazi skupa uveo je
L.A.Zadeh 1965. godine. Zadeh je fazi skupove koristio kao sredstvo za
predstaljanje neprecizno definisanih pojmova, pri ¢emu ova nepreciznost
proistice iz ¢injenice da za posmatrane pojmove ne postoje strogo odredjenje
granice pripadanja nekoj klasi. Kako se prilikom rada sa klasama objekata u
realnom, fizickom svetu, esto sre¢emo sa ovakvim pojmovima, fazi skupovi
imaju Siroku primenu. U istom radu u kome je uveo pojam fazi skupa, Zadeh
je uveo i pojam fazi relacije, a nakon toga i pojam fazi ekvivalencije i fazi
kvazi-uredenja. Kako fazi relacije pruzaju veliku slobodu izrazavanja veza
izmedu elemenata, koje se ne mogu lako uociti, cesto su koris¢ene kao modeli
razli¢itih pojmova koji se javljaju u takozvanim "mekim" naukama kao Sto
su psihologija, lingvistika i u mnogim drugim nau¢nim oblastima.

Sa pojavom prvih masinskih jezika, javlja se potreba da se prevazide razli-
ka izmedu preciznosti programskog jezika i nepreciznosti prirodnog jezika.
U tu svrhu, u teoriji fazi skupova uveden je pojam fazi automata. Tokom
posladnjih decenija fazi automati i jezici su kori$éeni u raznim oblastima,
uklju¢ujudi leksicku analizu, kontrolne sisteme, klini¢cki monitoring, opis
prirodnih i masinskih jezika, baze podataka, diskretne sisteme dogadaja,
prepoznavanje uzoraka, kao i mnoge druge oblasti.

Jedan od glavnih problema teorije automata jeste da odredi da li su dva
automata ekvivalentna, $to obi¢no znaci da odredi da li se dva automata
ponasaju na identi¢an nacin. U kontekstu deterministi¢kih, nedeterminis-
tickih i fazi automata ponasanje automata predstavlja jezik ili fazi jezik koji
je raspoznat automatom i prema tome, dva automata su ekvivalentna, ili
preciznije, jezicki ekvivalentna ako raspoznaju isti jezik. U slu¢aju kona¢nih
deterministickih automata problem ekvivalencije je re$iv u polinomijalnom
vremenu, ali u sluc¢aju nedeterministi¢kih i fazi automata ovaj problem je NP-
kompletan. Sledeéi vaZan zadatak teorija automata jeste da predstavi jezicku
ekvivalenciju dva automata kao relaciju izmedu stanja ovih automata, uko-
liko takva relacija postoji, odnosno da nade relaciju koja bi aproksimirala
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jezicku ekvivalenciju. Jezicka ekvivalencija dva deterministicka automata
moZe biti predstavljena u terminima relacije izmedu njihovih stanja, dok je
u slu¢aju nedeteministickih i fazi automata ovaj problem dosta kompleksniji
i mozemo razviti samo aproksimacije jezicke ekvivalencije.

Najcesce prouc¢avan koncept za modeliranje "ekvivalencije" izmedu stanja
automata je bisimulacija. Bisimulacije su teoriju ra¢unarstva uvedene od
strane Milnera[81] i Parka[89], a u istom periodu bisimulacije su otkrivene i
u nekim oblastima matematike kao $to su modalna logika i teorija skupova.
Danas su bisimulacije rasprostranjene u razli¢itim oblastima rac¢unarstva,
kao sto su funkcionalni jezici, objektno-orjentisani jezici, tipovi podataka,
optimizacija kompajlera, baze podataka, programska analiza, verifikacioni
alati itd.

Glavni zadatak ove doktorske disertacije je proucavanje bisimulacija za
fazi automate, sa specijalnim osvrtom na nalaZenje najvecih bisimulacija na
odgovarajuéim sistemima kao i uopstenje pojma bisimulacije da bi se dobila
relacija koja bolje aproksimira jezicku ekvivalenciju ili daje bolje rezultate
pri redukciji fazi automata.

U drugom odeljku disertacije prikazani su fundamentalni pojmovi kao
i poznati rezultati teorije fazi automata. Osim toga, razmatrani su krisp-
deterministicki fazi automati. Kao najvazniji predstavnik klase krisp-dete-
rministickih automata, predstavili smo Nerodov automat. Ovaj automat se
dobija iz datog fazi automata metodom koji predstavlja uopstenje klasi¢ne
podskup konstrukcije na fazi slucaj [55, 56]. Zatim smo razmatrali faktor
fazi automate u odnosu na fazi ekvivalencije na skupu stanja tih automata,
kao i faktor fazi automate u odnosu na fazi kvazi-uredenja, zvane afterset i
foreset automati. Konac¢no, predstavljena su dva tipa simulacija izmedu fazi
automata, forward i backward simulacije i uzimajuéi u obzir Cetiri slucaja
kada je fazi relacija i njen inverz forward i backward simulacija dobili smo
Cetiri tipa bisimulacija: forward, backward, forward-backward i backward-
forward bisimulacije. Ove koncepte uveli su Ciri¢ i saradnici u [22], gde
su predstavljeni znacajni rezultati u prou¢avanju bisimulacija fazi automata
nad kompletnim reziduiranim mrezama.

U trecoj glavi je za svaki od napred navedenih tipova simulacija/bisi-
mulacija predstavljen efikasan algoritam za odredivanje da li postoji simu-
lacija/bisimulacija tog tipa izmedu datih fazi automata, kao i za ra¢unanje
najveéih, ukoliko postoje. Algoritam se bazira na metodi razvijenoj u [55],
koja ra¢una najvecu fiksnu tacku izotone funkcije u mrezi fazirelacija, koja je
sadrZana u datoj fazi relaciji. Na kraju odeljka, rad algoritma je ilustrovan sa
nekoliko primera. Ovi primeri takode pokazuju da nijedan tip bisimulacije
nema znacajnu prednost u odnosu na ostale. Drugim recima, ovi primeri
pokazuju da moZe da postoji bisimulacija jednog tipa izmedu fazi automata,
a da ne postoji bisimulacija ni jednog od tri ostala tipa.

U odeljku Cetiri uvodimo dve nove bisimulacije za fazi auotmate, slabu
forward i slabu backward bisimulaciju. Slabe forward i backward bisimula-
cije daju bolju aproksimaciju jezi¢ke ekvivalencije nego forward i backward
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bisimulacije i kada se koriste u redukciji stanja fazi automata daju bolju
redukciju. Procedura za odredivanje da li postoji slaba forward i backward
bisimulacija kao i procedura za ra¢unanje najvece kad god takva bisimulacija
postoji, predstavljene su u ovoj glavi. Zatim smo razmatrali slabe bisimu-
lacije u kontekstu unfromnih fazi relacija, takozvane slabe uniformne bisi-
mulacije. Data je, takode, karakterizacija slabih uniformnih backward i fo-
rward bisimulacija izmedu fazi automata u terminima izomorfizama izmedu
Nerodovih i reverznih Nerodovih automata.

Sekcija pet posvecena je problemu redukcije stanja fazi automata. Desno
ilevo invarijantna fazi kvazi-uredenja i fazi ekvivalencije, uvedene u [116],
pokazale su se kao veom dobro sredstvo za redukciju broja stanja fazi au-
tomata. U [116], je, takode, pokazano da veca desno (levo) invarijantna fazi
kvazi-uredenja (ekvivalencije) daju bolju redukciju. Stoga je ovde razvijen
novi algoritam za ra¢unanje najveceg desno (levo) invarijantnog fazi kvazi-
uredenja (ekvivalencije), zasnovan na ¢uvenom Paige-Tarjanovom problemu
[87]. Kompleksnost ovog algoritma je O(n°m), gde je n broj stanja automata
</, a m veli¢ina alfabeta. Osim toga data je i modifikovana verzija ovog
algoritma koja ra¢una najve¢u desno-invarijantnu ekvivalenciju na datom
nedeterministickom automatu. Modifikovana verzija algrotima radi u vre-
menu O(n’m).

Dacemo u kratkim crtama pregled klju¢nih rezultata predstavljenih u
uradenoj doktorskoj disertaciji.

Na kraju bih Zelela da se zahvalim svom mentoru Profesorki Jeleni Ignja-
tovié, za srda¢nu pomoc¢ i prijateljske savete tokom izrade doktorske diserta-
cije. Pored toga bih Zelela da zahvalim Profesoru Miroslavu Ciri¢u, za stalnu
inspiraciju i motivaciju za bavljenje nau¢nim radom, kao i Ivanu Stankovi¢u
za velikodus$nu pomo¢ u izradi programa za navedene algoritme. Takode,
se zahvaljujem i svojoj porodici na nesebi¢noj podrsci i razumevanju koje mi
je pruzala tokom izrade doktorske teze.

1. Osnovni pojmovi
Reziduirana mreZa je algebra £ = (L,A,V,®,—,0,1) takva da

(L1) (L,A,V,0,1) je mreZa sa najmanjim elementom 0 i najveéim 1,
(L2) (L,®,1)je komutativni monoid sa jedinicom 1,
(L3) ®i— formiraju adjungovani par , zadovoljavaju svojstvo adjungcije:
zasvex,y,z€L,
XQY<z © Xx<Y—>2z. (B.1)

Ako je osim toga (L, A, V,0,1) kompletna mreZa, tada . nazivamo kompletna
reziduirana mreza .

Operacija ® (zvana multiplikacija) i — (zvana reziduum) namenjene su za
modeliranje konjunkcije i implikacije odgovarajucih logi¢ih ra¢una, dok su
supremum (/) i infimum (A) namenjeni za modeliranje ekstenzionalnog i
univerzalnog kvantifikatora, respektivno. Operacija <> definisana sa
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xoy=x->ynay—), (B.2)

naziva se bireziduum (ili biimplikacija), i koristi se za modeliranje ekvivalencije
istinitosnih vrednosti.

Osnovna svojstva kompletnih reziduranih mreza mogu se na¢i u [3, 10].

Najcesce korisc¢ene strukture istinitosnih vrednosti, koje su najvise prouca-
vane i definisane na realnom jedini¢nom intervalu [0,1] sa x A y = min(x, y)
i xVy =max(x,y), su Lukasiewiczeva struktura (x ® y = max(x +y—1,0),
x — y=min(1 -x+y,1)), Goguenova (proizvod) struktura (x®@y=x-y,x >y =1
if x <yi=y/xinace)iGodelova struktura (x®y = min(x,y),x > y=1akox <y
i = y inace). Slededi vazan skup istinitosnih vrednosti je skup {ag,a1,...,a4},
0= ag<---<auy= 1, sa ar®a; = Amax(k+1-n,0) i Ak — a1 = Amin(n—k+1n)- Specijalan
slu¢aj ove algebre je dvoelementna Bulova algebra klasi¢ne logike, ¢iji je
nosac skup {0,1}. Jedini adjungovani par operacija u dvoelementnoj Bulovoj
algebri su klasi¢na konjukcija i implikacija. Ova struktura istinitosnih vred-
nosti se naziva Bulova struktra.

Parcijalno ureden skup P zadovoljava uslov opadajuéih lanaca (krac¢e UOL)
ako se svaki opadajuéi niz elemenata u P zavrsava nakon kona¢no mnogo
koraka, tj. ako za svaki opadajudi niz {ay }xen elemenata u P postoji k € IN tako
da ay = x4y, za sve I € N. Drugim re¢ima, P zadovoljava UOL ako ne postoji
beskonacan opadajuéi lanac u P.

U nastavku ¢e .Z biti kompletna reziduirana mreZza. Fazi podskup skupa
A nad 2, ili samo fazi podskup od A, je svako preslikavanje iz A u L. Pod
obi¢nim podskupom skupa A podrazumevamo fazi poskup od A koji uzima
vrednosti u skupu {0,1} € L. Neka su f i g dva fazi podskupa od A. Jednakost
fazi poskupova f i g definiSe se obi¢no kao jednakost preslikavanja, tj. f =g
ako i samo ako f(x) = g(x), za svaki x € A. Inkluzija f < g takode se definise
kao jednakost preslikavanja: f < g ako i samo ako f(x) < g(x), za svaki x € A.
Zajedno sa ovim parcijalnim uredenjem skup L svih fazi podskupova od
A formira kompletnu reziduiranu mrezu, u kojoj su presek A f; i unija
Vie1 fi proizvoljne familije {f;}ic; fazi podskupova od A preslikavanja iz A u
L definisana sa

[Aﬁ]<x>= N fi), (Vﬁ](x) =\/f,

iel iel iel iel

iproizvod f ®gje fazi poskup definisan sa: f®g(x) = f(x)®g(x), za svakix € A.

Fazi relacija izmedu skupova A i B (ovim redom) je svako preslikavanje iz
AXB u L, tj. svaki fazi podskup od A X B, i jednakost, inkluzija (uredenje),
unija i presek fazi relacija definisani su kao u slucaju fazi skupova. Skup
svih fazi relacija izmedu A i B oznati¢éemo sa L*E. Specijalno, fazi relacija
na skupu A je svaka funkcija iz A X A u L, tj. fazi poskup od A X A. Skup svih
fazi relacija na A bi¢e oznacen sa L4, Reverz ili inverz fazi relacije o € L4*B
je fazi relacija a~! € LP*4 definisana sa a!(b,a) = a(a,b), zasvakia€ Aib € B.
Krisp relacija je fazi relacije koja uzima vrednosti samo u skupu {0,1}, i ako
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je a krisp relacija iz A u B, tada izrazi “a(a,b) = 1”7 i ”(a,b) € a” imaju isto
znacenje.
Za neprazne skupove A, B i C, i fazi relaciju a € L**B i g € LB*C, njihova

kompozicija a o f € LXC je fazi relacija definisana sa
(@op)@,0)=\/ ala,b)®p(b,c), (B.3)
beB

zasveacAiceC. Za fel?, ael®™BigelP, kompozicie foa € LB i
aog € LA su fazi skupovi definisani

(foa)=\/ f@ea@b), (aog)@=\/a@hegb), (B4

acA beB

za svakia € A i b € B. Kona¢no, kompozicija fazi skupova f,g € L/ je skalar
fog €L definisan sa

fog=\/ f@eg(a). (B.5)

acA

Lako je pokazati da je kompozicija fazi relacija asocijativna, tj.

(aoB)oy=ao(Boy), (B.6)

zasvea € LB, BePXCiye P j

(fow)op=fo(aop), (fea)og=folacy), (acP)oh=ac(foh) (B7)

zasvea € LB, e B*C, fel4, gelPihelLC. Stoga, sve zagrade u (B.6) i
(B.7) mogu biti izostavljene.

Fazi relacija ¢ na skupu A naziva se refleksivna, ako ¢(a,a) = 1, simetricna,
ako ¢(a,b) = ¢(b,a), i transitivna, ako @(a,b)®p(b,c) < p(a,c), zasvea,b,c € A.
Refleksivna i tranzitivna fazi relacija naziva se fazi kvazi-uredenje. Simetri¢no
fazi kvazi uredenje je fazi ekivalencija. Za kvazi-uredenje ¢ na A i element
a € A, p-afterset od aje fazi skup agp € L definisan sa ap(b) = ¢(a,b), i p-foreset
od a je fazi skup @a € L4 definisan sa pa(b) = ¢(b,a), za sve b € A. Ako je ¢
fazi ekvivalencija, tada se g-afterset od a poklapa sa @-foresetom od 4, i naziva
se fazi klasa ekvivalencije od a.

2. Fazi automati

U daljem tekstu, . ¢e biti kompletna reziduirana mreza i X ¢e biti (kon-
acan) alfabet.
Fazi automat nad £ i X (fazi automat), je uredena Cetvorka &7 = (A, 0,0,7), gde:

- Ajeneprazan skup, skup stanja;

- 0:AXXxA— Ljefaziposkup od AX X x A, zvan fazi tranziciona funkcija;
- 0:A— Ljefazi podskup od A, zvan fazi skup inicijalnih stanja;

- 1:A — Ljefazi podskup od A, zvan fazi skup zavrsnih stanja.
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Simbol 6(a,x,b) moZemo interpretirati kao stepen prelaza iz stanjaa € A u
stanje b € A pod uticajem ulaznog slova x € X, dok oznake ¢(a) i 7(2) moZemo
interpretirati kao stepen pripadnosti stanja a skupu inicijalnih odnosno za-
vrénih stanja. Iz metodoloskih razloga ¢emo dozvoliti da skup stanja A bude
beskonacan. Fazi automat ¢iji je skup stanja konacan naziva se konacan fazi
automat.

Reverzni fazi automat automata &7 = (A, 6,0, 7) je definisan kao fazi automat

o =(A,6,6,7) &ija je fazi funkcija prelaza data sa:
8(a1,x,a0) = 8(ar,x,a1) zasveaja €A, x€X,

dok su fazi inicijalna i zavrsna stanja zamenila svojamesta 5 =7i7 = 0.
Fazi automat &/ = (A,(SA,GA,TA) i’ = (A',éA,,GA,,TA,) su izomorfni ako
postoji bijekcija ¢ : A — A’ takva da 6%(a,b) = 52" (p(a), p(b)), zasvea,be A i
x € X, i takode, 04(a) = 04’ (¢(a)) i T4(a) = 4 (¢(a)), za svakia € A.
Fazi jezik u X* nad .Z, ili samo fazi jezik, je svaki podskup skupa X*, .
svaka funkcija iz X* u L. A fazi jezik raspoznat fazi automatom o = (A,d,0,7), u
oznaci [[.#]], je fazi jezik % (X*) definisan sa

[1i(e) = " o 1?,

[[%]](Ll) (7 ° 6A ° 6A .o 6‘?‘7’ o TA, (B8)
zasveu =x1x2...xy € XT, gdeje xy,x2,...,x, € X.

Faziautomati o7 i % su jezicki ekvivalentni, ili samo ekvivalentni, ako [[</]] =
1.

Zadatifazijezik @: X* — Live X*,definiSemov ¢ : X* > Lipo 1 : X* > L
sa v p(u) = p(vu) i po~'(u) = p(uv) za u € X*. Fazi jezik v~ !¢ naziva se levi
izvod, a fazijezik pv~! desni izvod od ¢ u odnosu na v.

Kardinalnost fazi automata o/ = (A,(SA,GA,TA), u oznaci |.</|, se definiSe
kao kardinalnost skupa stanja automata .. Fazi automat </ je minimalni fazi
automat jezika f € .7 (X*) ako raspoznaje jezik f i |.«/| < |</’|, za svaki automat
</’ koji raspoznaje f. Minimalni fazi automat koji raspoznaje dati fazi jezik
f ne mora obavezno biti jedinstven do na izomorfizam. Ovo takode vaziiu
slu¢aju nedeterministi¢kih automata.

Neka je o/ = (A,6,0,7) fazi automat nad X i .Z. Fazi tranziciona funkcija
0 je krisp-deterministicka ako za svaki x € X i svaki a € A postoje a’ € A takvi
da 6x(a,a’) =1,10x(a,b) =0, za svaki b € A\ {a’}. Fazi skup inicijalnih stanja o
zove se krisp deterministicki ako postoji ap € A takvo da o(ag) =11i0(a) =0 za
svakia € A\ {ap}. Ako su iinicijalno stanje o i 6 krisp-deterministicki, tada se
</ naziva konacan krisp-deterministicki automat (krace: kkda).

Nerodov automat fazi automata .7 = (4,9,0, T) je krisp-deterministici fazi
automat .oy = (AN,(SN,G‘;“,TN), takavda Ay = {07 Iu € X"} gdeje O'A =0 0(3A,za
svakiu € X*ion : ANX X — An i1n € F(AN) su definisani sa

6N(Gll ,X) = uxr TN(GIL?) = GIL? 0 TA/
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za svaki u € X*ix € X. Automat o/ je jezi¢ki ekvivalentan automatu <7

Neka je o = (A,64,04,74) fazi automat i neka je E fazi ekvivalencija
na A. Faktor fazi automat od &/ u odnosu na E je fazi automat </ /E =
(A/E,6AE,6AE, 74/E) gde je: skup stanja A/E = {E,| a € A}, fazi tranziciona
relacija SAE . AJEx X x AJE — L definisana sa:

SAE(Eq, x, Ep) = \/ E(a,a')® %@’ ,x,b')®E(W’,b) = E, 064 o E,,
a’ beA
za svaki E, Ep € A/E, i x € X, fazi skup o4/F €
definiSe sa:

Z(A) inicijalnih stanja se

O'A/E(Ea) =04 0E,, zasvakiE, € AJE,

i fazi skup t/F € .7 (A) finalnih stanja sa:
TA/E(Ea) =E,o1?, zasvakiE, € AJE.

Ukoliko u gornjoj definciji umseto ekvivalencije E posmatramo kvazi-
uredenje dobijamo definiciju afterset automata.
Fazijezik [ <7/ &[] raspoznat faktor fazi automatom <//& je dat sa

[« /E]l(e) = 0" oEot?, (B.9)
[«//Ell(u) =0 0Eo00y 0E0dy,0E---0E00,,0E0T, (B.10)

zau=x1xy...x, € X*, gdeje x1,x2,...,x, € X.

Neka su & = (A,6%,04,7) i % = (B,6%,05,7P) fazi automati, i neka je
y € Z(A,B) neprazna fazi relacija. Relacija y zove se forward simulacija ako
zadovoljava

o’ <a®oy, (fs-1)
ylosd<oBoy™, zasvakixeX, (fs-2)
y ot <h, (fs-3)

i backward simulacija ako

< yo TB, (bs-1)
40y<yodd, zasvakixeX, (bs-2)
o Y < oB. (bs-3)

Dalje, relaciju y nazivamo forward bisimulacija ako su obe relacije y i 7™
forward simulacije, tj. ako y zadovoljava
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GA<GBO)/_1, GB<GAO)/,

(fo-1)
ylost<oBoy™, yool<oloy, zasvakixeX, (fb-2)
)/_10TA <TB, yOTB <TA, (fb-3)

i backward bisimulacija, ako su obe relacije y i y~! backward simulacije, tj. ako
y zadovoljava

A B B< -1 A

T <yot, T Yy “otY,

(bb-1)
Aoy<yodt, oy <ylosd, zasvakixeX, (bb-2)
d4o y < oB, oPo y_l <o (bb-3)

Takode, ako je y forward simulacija i y~! je backward simulacija, tj. ako y
zadovoljava

ot <oPoyt, <y Ttors, (fbb-1)
ylosd =680y, zasvakix € X,

(fbb-2)
oy <ot ylorA <78, (fbb-3)

tada se y naziva forward-backward bisimulacija, i ako je y backward simulacija
iy~! forward simulacija, tj. ako

o® <aoy, ™ <yorh, (bfb-1)
Aoy =yods, za svaki x € X,

(bfb-2)
oy <oP yorl <1, (bfb-3)

tada se y naziva backward-forward bisimulacija.

3. Racunanje najvecih simulacija i bisimulacija izmadu fazi
automata

Kao $to smo naveli u uvodu, problem odlucivanja da li postoji simulacija
odnosno bisimulacija odredenog tipa izmedu datih fazi automata, kao i
problem izra¢unavanja najveée simulacije odnosno bisimulacije tog tipa,
svodi se na problem raunanja najvee post-fiksne tacke, sadrzane u datoj
fazi relaciji odgovarajuce izotone funkcije na mreZi fazi relacija. U tu svrhu
uvodimo sledeée oznake kao i fazi relacije i funkcije na mreZi fazi relacija.

Za neprazne skupove A i B i fazi podskupove 1 € .%#(A) i £ € F(B), fazi
relacije n\& € Z(A,B) in/& € Z(A, B) su definisane na slede¢i nadin:
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(M\&)(a,b) = (nla) — &(b)), (B.11)
(/&) a,b) = (E(b) — n(a)), (B.12)

za proizvoljne a € A i b € B. Uvedimo oznaku n/& = (E\n) L.

Lemma B.1. Neka su A i B neprazni skupovi i neka sun € #(A)ié € Z(B).

(a)Skup svih resenja nejednacine no x < &, gde je x nepoznata fazi relacija izmedu
A i B, je glavni ideal mreZe (A, B) generisan fazi relacijom n\&.

(b)Skup svih resenja nejednacine x o & < 1, gde je x nepoznata fazi relacija izmedu
Ai B, je glavni ideal mreZe %(A, B) generisan fazi relacijom n/¢&.

Primetimo da je (n\&) A (n/&) = nl&, gde je n|E fazi relacija izmedu A i B
definisana sa

(&)@, b) = (n(a) & b)), (B.13)
za proizvoljnea € Aib€B.
Dalje, neka su A i B neprazni skupovi i neka a € Z(A), p€ Z(B)iy €
H(A,B). Desni rezidual od y sa « je fazi relacija a\y € #Z(A, B) definisana sa

(@)@b) = /\ (a@,a) - y@,b)), (B.14)

a’eA

za sve a € AibeB,ilevi rezidual od y sa § je fazi relacija y/p € #(A,B)
definisana sa
(v/B)a,b) = /\ (Bb,V') = y(a,0), (B.15)
b’eB
zasveac€AibeB.

Lema 2.1. Nekasu Ai B neprazni skupoviinekao € Z(A), p€ Z(B)iy € #(A,B).

(a)Skup svih resenja nejednacine a o x <y, gde je x nepoznata fazi relacija izmedu
A B, je glavni ideal mreze (A, B) generisan desnim rezidualom a\'y od y sa a.

(b)Skup svih resenja nejednacine x o <y, gde je x nepoznata fazi relacija izmedu
Ai B, je glavni ideal mreZze % (A, B) generisan levim rezidualom y /B od y sa p.

Neka su .« = (A,64,04,74) i 2 = (B, 68,08, P) fazi automati. Definis§emo
fazi relaciju ¥ € Z(A,B), za w € {fs,bs, fb,bb, fbb,bfb}, na sledeéi nacin:

s = M\75, (B.16)
b = g4\d®, (B.17)
/b = (MNP A (2478 = A |B, (B.18)
7 = (6M\aP) A (6% /0P) = 64165, (B.19)
/% = (tM\1B) A (64 /0P), (B.20)

7t = (6\oP) A (72/75). (B.21)
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Takode, definiSemo funkcije ¢p* : Z(A,B) — #(A,B), zaw € {fs,bs, fb,bb, fbb,bfb},
na sledeéi nacin:

o) = \I©Foy™)/6f17, (B.22)
xeX

") = [\ o5\(yosh), (B.23)
xeX

¢ ()= \©EF oy ™)/s{17 AL 0 )/681 = =) AL (DI, (B24)
xeX

¢ () = NS\ 0 SDIAIAG ™ 06! = =) AL, (B25)
xeX

™) = \[Foy™)/of T AL\ oo™ = /() Alg" (I,
< (B.26)

$"710) = NI\ o DI AL 0) /681 = 9= Al I, (B27)
xeX

za svaki y € Z(A,B).

Naredna teorema daje ekvivalentne forme za drugi i tre¢i uslov u definiciji
simulacija i bisimulacija.
Teorema 2.1. Nekasu .o/ =(A,6%,0%,74)i % = (B,58,08,1B) fazi automatiineka
jew € {fs,bs, fb,bb, fbb,bfb}. Fazi relacija y € %(A, B) zadovoljava uslove (w-2) i
(w-3) ako i samo ako vaZi:

y<¢“(y), ysn” (B.28)

U nastavku predstavljamo metod za ra¢unanje najvecih simulacija i bisimu-
lacija izmedu fazi automata.

Neka su A i B neprazni skupovi i neka je ¢ : Z(A,B) — #(A,B) izo-
tona funkcija, tj. neka a < g povlaci ¢(a) < P(B), za sve a,p € #(A,B). Fazi
relacija a € Z(A, B) zove se post-fiksna tacka od ¢ ako a < ¢(a). Dobro poznata
Knaster-Tarski theorema o fiksnoj tacki (data i dokazana u opstijem obliku,
za kompletne mreZe) tvrdi da skup svih post-fiksnih tacaka od ¢ formira
kompletnu mrezu (cf. [104]). Pored toga, za svaku fazi relaciju © € Z(A, B)
imamo da je skup svi post-fiksnih tacaka od ¢ koje su sadrzane u = takode
kompletna mreza. Prema Theoremi B.28, na$ glavni zadatak je da nademo
efektivnu proceduru za ra¢unanje najvece post-fiksne tacke funkcije ¢* koja
je sadrZzana u fazi relaciji ©, za svaki w € {fs, bs, fb,bb, fbf,bfb}.

Treba naglasiti da je skup svih post-fiksnih tac¢aka izotone funkcije na ko-
mpletnoj mreZi uvek neprazan, jer sadrzi barem najmanji element kompletne
mreZe. Medutim, ovaj skup moZe sadrzati samo jedan element. U nasem
slu¢aju, kada se radi sa mreZom fazi relacija, prazna relacija moZze biti jedina
post-fiksna tacka, dok sa druge strane simulacija i bisimulacija po definiciji
moraju biti neprazne relacije. Ovaj zahtev je neophodan, jer prazna relacija
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ne moZe da zadovolji uslov (w-1), osim ako fazi skup inicijanih stanja ili fazi
skup zavr$nih stanja nije prazan. Stoga je nas zadatak zapravo da nademo
efektivnu proceduru za odredivanje da li postoji neprazna post-fiksna tacka
od ¢% sadrzana u 7%, i ukoliko postoji, da se nade najveca.

Nekaje ¢ : Z(A,B) — %(A, B) izotona funkcija € Z(A, B). DefiniSemo niz
{¥k}ken fazi relacija na Z(A,B) sa

Y1=T, Vi1 = Ve ANP(yk), foreachk e N. (B.29)

Sekvenca {yilken je oCigledno opadaju¢a. Ako mi oznacimo sa y najvecu
post-fiksnu tacku ¢ sadrzanu u 7, lako moZemo pokazati da vazi:

?< \ ke (B.30)

Sada dolazimo do dva veoma vaZna pitanja. Prvo, pod kojim uslovima vaZi
jednakost u (B.30)? Drugo, pod kojim uslovima je niz {y}}en konacan? Ako
je ovaj niz konacan, nije teSko pokazati da postoji k € N takvo da yx = ym,
za svaki m > k, tj. postoji k € IN takvo da se niz stabilizuje u yj. Niz ¢e se
stabilizovati (zaustaviti) kada nademo najmanji k € IN takav da yx = yk41.
U tom slucaju ¥ = yy, i imamo algoritam koji ra¢una y u kona¢nom broju
koraka.

Zapazimo da je niz {yi}ren fazi relacija iz Z(A, B) konacan ako i samo ako
je image-konacan, $to zapravo znadi da je skup UienIm(yx). Dalje, funkcija
¢ : #(A,B) = Z#(A,B) se zove image-lokalizovana ako postoji kona¢an K C L
takav da za svaku fazi relaciju y € Z(A, B) imamo

Im(¢(y)) € (KUIm(y)), (B.31)

gde (KUIm(y)) oznacava podalgebru od .# generisanu sa KUIm(y). Takvo
K ¢e se zvati lokalizovan skup funkcije ¢.

Teorema 2.2. Neka je ¢ image-lokalizovana funkcija, skup K lokalizovan skup,
€ #(A,B), i neka je {yilken niz relacija u #(A, B) definisan sa (B.29). Tada

U Im(y) € (KU Im(n)). (B.32)
keIN
Ako je pored toga (KUIm(m)) konacna podalgebra od £, tada je niz {yy}ren konacan.

Vratimo se sada na ¢“, za w € {fs, bs, fb,bb, fbb,bfb}, i predtavimo sledeéi
rezultat.

Teorema 2.3. Neka su </ = (A,6%,04,74) i % = (B,68,05,7P) proizvoljni fazi
automati.
Zaproizvoljnow € {fs,bs, fb,bb, fbb,bfb} funkcija ¢¥ je izotona i slika-konacna.
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U nastavku sledi glavni rezultat ovog odeljka, koji obezbeduje algoritam
za odredivanje da li postoji simulacija ili bisimulacija odredenog tipa izmedu
fazi automata i za ra¢unanje najvece simulacije i bisimulacije kada takva
postoji.

Teorema 2.4. Nekasu o/ =(A,64,04,1)i % = (B,68,08,1®) fazi automati, neka

je w € {fs,bs, fb,bb, fbb,bfb}, i neka je sekvenca {yilren fazi relacija iz (A, B)
definisana sa

y1 =1, Vi+1 = Yk NOY(yk), za svakik € N. (B.33)

Ako (Im(1™) U Uyex(Im(62) UTm(58))) je konacna podalgebra od ., tada vazi
sledece:
(a) niz {yrlken je konacan i opadajuéi, i postoji bar jedan prirodan broj k takav da

Vk = Vil

(b) yx je najveéa fazi relacija %(A, B) koja zadovoljava (w-2) i (w-3);

() ako yy zadovoljava (w-1), tada je yy najveca fazi relacija %(A, B) koja zadovoljava
(w-1), (w-2) i (w-3);

(d) ako y ne zadovoljava (w-1), tada ne postoji ni jedna fazi relacija u Z(A, B) koja
zadovoljava (w-1), (w-2) i (w-3).

4. Slabe bisimulacije na fazi automatima

Neka je &7 = (A,(SA,GA,TA) fazi automat. Za svaki u € X*, definiSemo fazi

skupove o2}, 74 € Z(A) na slede¢i natin:

od=ct004, h=5lort

Treba naglasiti da o2 (u € X*) igra vaznu ulogu u determinizaciji fazi au-
tomata <7 (cf. [53, 56]), i samim tim, fazi skupovi } (u € X*) koriste se u
determinizaciji reverznih fazi automata /.

Osim toga, za svaki a € A levi fazi jezik stanja a i desni fazi jezik stanja a su
fazi jezici 04,7, : X* — L definisani sa:

ot =\/ o B osiba), T =\/sl@berl) ueX.
beA beA

Lako je pokazati da, za svakiu € X*ia € A vazi:
oa() = 0u(@),  Ta(ut) = Tu(a). (B.34)

Dalje, neka su &/ = (A,64,064,7%) i % = (B,68,08,7P) fazi automati. Fazi
relacija ¢ € Z(A, B) koja je reSenje sistema fazi relacijskih jednacina:

ot <oPog! (B.35)

p ot uex (B.36)
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se naziva slaba forward simulacija, i ako je ¢ reSenje sistema:
TA < @o TB (B.37)

dhop<al ueX (B.38)

naziva se slaba backward simulacija.
Ako su obe relacije ¢ i ¢! slabe forward simulacije, tj. ako ¢ zadovoljava
(B.35), (B.36) i

P <otop (B.39)

potB <t ueXx (B.40)
tada je @ slaba forward bisimulacija, i ako ¢ zadovoljava (B.38), (B.37) i

B<ptor? (B.41)

oBopl<ol ueXx (B.42)

tj. ako su obe relacije ¢ i ¢! slabe backward simulacije, tada se ¢ naziva
slaba backward bisimulacija.
Ovi koncepti uopstavaju pojam simulacija i bisimulacija za fazi automate.
Jednostavnosti radi, relaciju ¢ zvaéemo samo slaba simulacija ako je ¢ slaba
forward ili slaba backward simulacija, i samo slaba bisimulacija ako je ¢ slaba
forward ili slaba backward bisimulacija.

Lema 2.2. Nekasu o7 = (A,0%,6%,7) i % = (B,o®,68, 1) fazi automati i neka je
@ € #(A,B) fazi relacija, tada:

(a) Ako je @ forward (resp. backward) simulacija, tada je ¢ slaba forward (resp. ba-
ckward) simulacija;

(b) Ako je ¢ forward (resp. backward) bisimulacija, tada je ¢ slaba forward (resp. ba-
ckward) bisimulacija.

Lema 2.3. Neka su o7 = (A,64,04,74) i % = (B,68,08,18) fazi automati i neka je
@ € #(A,B) fazi relacija, tada:

(a) Ako je @ slaba simulacija, tada je L(</) < L(A);
(b) Ako je @ slaba bisimulacija, tada je L(</) = L(%).

Sledeca teorema moze se lako dokazati koris¢enjem definicija slabe fo-
rward i backward simulacije i reverznog fazi automata.

Lema 2.4. Neka su o = (A,6%,04,74) i % = (B,6P,08,7P) fazi automati. Fazi
relacija ¢ € %(A,B) je slaba backward simulacija izmedu automata <7 i 4 ako i
samo ako je ¢ slaba forward simulacija izmedu reverznih fazi automata <7 i B.

Iz ove leme, zaklju¢ujemo da za svako tvrdenje koje vaZi za slabe forward
simulacije (resp. bisimulacije) za sve automate, postoji dogovarajuce tvrdenje
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za slabe backward simulacije (resp. bisimulacije). Stoga ¢emo obratiti paznju
samo na slabe forward simulacije (resp. bisimulacije).

Prva teorema daje metod za odredivanje da li postoji slaba forward si-
mulacija izmedu dva automata i predstavlja metod za konstrukciju najvece,
kad god postoji, dok druga teorema daje istu proceduru za slabe forward
bisimulacije.

Teorema 2.5. Nekasu </ =(A,6%,04,7)i % = (B,58,08,1P) fazi automatiineka
je ¢ € %(A, B) fazi relacija definisana sa:

p@b) =\ ti@ - )

ueX*

za svaki a € A,b € B. Ako ¢ zadovoljava (B.35), tada je ¢ najveéa slaba forward
simulacija iz &/ u 9. Ako ¢ ne zadovoljava (B.35), tada ne postoji nijedna slaba
forward simulacija iz o/ u .

Teorema 2.6. Nekasu .o/ =(A,6%,0%,74)i % = (B,58,08,B) fazi automatiineka
je ¢ € %(A, B) fazi relacija definisana sa:

p@b)= /\ ti@) o ), (B.43)

ueX*

zasvea € A,b € B. Ako ¢ zadovoljava (B.35) i (B.39), tada je ¢ najveéa slaba forward
simulacija iz o/ u %, i @ je parcijalna fazi funkcija, inace, ne postoji nijedna slaba
forward bisimulacija iz o/ u 2.

Slabe bisimulacije automata </ u sam taj automat, koje su pored toga
i relacije ekvivalencije, zva¢emo slabe bisimulacione ekvivalencije na .%7.
Primetimo, na osnovu predhodne teoreme, da je najveca slaba bisimulacija
na datom automatu zapravo najveca slaba bisimulaciona ekvivalencija na
tom automatu.

U nastavku ¢emo razmatrati slabe simulacije i bisimulacije koje su uni-
formne fazi relacije.

Neka su o = (A,64,04,14) 1 % = (B,58, 0P, 1P) fazi automati. Bijekcija ¢ iz
A u B se naziva slabi forward izomorfizam fazi automata </ i # ako

(a) = B (p(a)), a€A, (B.44)

™ (a) = 2B (¢(a)), aeAueX, (B.45)

i slabi backward izomorfizam fazi automata </ i % ako
o (@) = op (P(a)), acAueX, (B.46)

™ (a) = T2 (¢(a)), a€A. (B.47)
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Teorema 2.7. Neka su o/ = (A,64,04,1) i % = (B,6%,05,7P) fazi automati, i
@ € Z(A,B) uniformna fazi relacija. Tada je ¢ slaba forward bisimulacija ako i samo
ako vaZi sledece:

(1) Efx je slaba forward bisimulaciona equivalencija na fazi automatu <7 ;
(2) Ez je slaba forward bisimulaciona equivalencija na fazi automatu 9;
(3) @ je slabi forward izomorfizam faktor fazi automata <7 | Ez i B/ Eg.

Teorema 2.8. Nekasu .o/ =(A,0%,X,6%,t)i % = (B,o®,X,68,7P) fazi automati,
i neka je E slaba forward bisimulaciona ekvivalencija na <7 i F slaba forward bisim-
ulaciona ekvivalencija na 2.

Tada postoji uniformna slaba forward bisimulacija ¢ € %(A,B) takva da

EY =E i E} =F, (B.48)

ako i samo ako postoji slabi forward izomorfizam ¢ : o/ |E — 9B/ F takav da za svaki
ai1,a; € A vaZi } 3
E(EllllEﬂz) = F(¢(Ell1)r¢(Eﬂl)) (B49)

Naredna teorema daje karakterizaciju uniformnih slabih forward bisimu-
lacija u terminima reverznih Nerodovih automata. Na sli¢an na¢in moZemo
dati karakterizaciju uniformnih slabih backward bisimulacija u terminima
Nerodovih automata.

Teorema 2.9. Neka su o/ = (A,6%,04,74) i B = (B,6P,08,7P) fazi automati, i
neka je ¢ € %(A, B) uniformna fazi relacija. Tada je ¢ slaba forward bisimulacija iz
o/ u % ako i samo ako zadovoljava (B.35) i (B.39), i funkcije

A

ur—)go_loTA, TBH@OTB ue X,

T u u urs

su medusobno inverzni izomorfizmi izmedu reverznih Nerodovih automata </ i
BN .

5. Algoritmi Paige-Tarjanovog tipa

Neka je &7 = (A,0,0,7) fazi automat nad X i .£. Fazi kvazi-uredenje R €
Z(A) naziva se desno stabilno ili samo d-stabilno ako zadovoljava sledeci
sistem fazi relacijskih nejednacina:

RobdyoR<6y0R, x€X (B.50)

Sli¢no, fazi kvazi-uredenje R € %Z(A) zove se levo stabilno(krace I-stabilno) ako
zadovoljava slede¢i sistem fazi relacijskih nejednacina:

RodyoR<Rody, x€X (B.51)

Dalje, fazi kvazi-uredenje R € #(A) naziva se desno-invarijantno na </ ako je
d-stabilno i zadovoljava slede¢u nejednakost:
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Rot< T (B.52)

Analogno, Rje levo-invarijantno na </ ako je l-stabilno i zadovoljava slede¢u
nejednakost:
ooR<o. (B.53)

Na osnovu Cinjenice da je fazi kvazi-uredenje R resenje nejednacine (B.52)
ako i samo ako:
R< 1\t =75,

zaklju¢ujemo da je d-stabilno fazi kvazi-uredenje na datom fazi automatu &/
desno-invarijantno kvazi-uredenje na %7 ako i samo ako je sadrzano u t/*.
Sli¢éno, kako je fazi kvazi-uredenje R reSenje nejednacine (B.53) ako i samo
ako:

R<o\o=n,

dobijamo da je R I-stabilno fazi kvazi-uredenje na datom fazi automatu &/
levo-invarijantno kvazi-uredenje na <7 ako i samo ako je sadrzano u 7**.

Vazno je pomenuti da se pojam d-stabilnosti i I-stabilnosti kvazi-uredenja
na fazi automatu «7 = (A4,X,0,0,7), koja je ovde uvedena, poklapa sa poj-
mom desno-inverijantnosti odnosno levo-invarijantnosti kvazi-uredenja na
datom fazi tranzicionom sistemu </ = (A, X, 0). Stoga se problem nalaZenja
najveceg desno-invarijantnog fazi kvazi-uredenja na odgovarajuc¢em fazi au-
tomatu svodina problem nalaZenja najvec¢eg desno-invarijantnog fazi kvazi-
uredenja na odgovarajué¢em tranzicionom sistemu sadrzanom u datom fazi
kvazi-uredenju.

Nekaje o/ = (A, X, &) fazi tranzicioni sistem, i neka je Rfazikvazi-uredenje
na 4/.

Sa .Z(4/,R) oznati¢emo podalgebru od .# generisanu sa 6 (A X X X A)U
R(AXA).

Sledeca teorema daje metod za racunanje najveéeg desno-invarijantnog
kvazi-uredenja na datom fazi automatu:

Teorema 2.10. Neka je o =(A,0,9,7) fazi automat nad X i U € #(A) univerzalna
relacija na A.

Definisemo nizove {Qxlren 1 {Ri}ken fazi kvazi-uredenja na A na sledeci nacin:
Inicijalno za k =1

Ri=U,
Q=7 A(/\(6x0R)/(6:0RY), (B.54)

xeX

gde je a € A proizvoljni element.
Dalje, za svako k > 2 ponavljamo sledeci postupak: Nalazimo a € A, tako da je
R} # Q) i stavljamo
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Ryer = R A (QY/QD), (B.55)
Qeer = QA (A (N 6o R /G0 RE, ), (B.56)
xeX bes’;

(Sp =1{b e A|Qy(b) # 0}), dok ne postane Ry = Q. Tada:

(a) Nizovi {Qglken 1 {Ri}ken Su opadajuci;
(b) Qx < Ry za svakik € N;
(c) Za svakik € N, i sve c € A vaZi :

Qi< /\ xRS /0, 0RS; (B.57)
xeX

(d) Qg i Ry su fazi kvazi-uredenja za svaki k € N;

(e) Ako Ry = Qy, za neko k € N, tada je Qi najvece desno-inarijantno fazi kvazi-
uredenje na <f;

() Akoje o konaéani £ (<, R) zadovoljava UOL, tada su nizovi {Qylien i {Ri}ken
konacni, tj. postoji k € N tako da je Ry = Q.

Kompleksnost algoritma baziranog na predhodnoj teoremi je O(n°m), gde
je n broj stanja automata <7 a m veli¢ina alfabeta.

Naredna teorema daje postupak za ratunanje najveée desno-invarijantne
fazi eqvivalencije na datom fazi automatu.

Teorema 2.11. Nekaje of = (A,0,0,7) faziautomat nad X, i U € %(A) univerzalna
relacija na A.
Definisemo niz {Exlken i {Xilren ekvivalencija na A na sledeci nacin: Inicijalno
zak=1
x'=1
E'=nf A((5oXDI©E0X])),  forsomeac A. (B.58)
U nastavku, za svaki k € N ponavljamo sledeci korak: Nalazimo a € A, tako da je
Xi # E} i stavljamo
Xis1 = Xe A(EIED),
Eter = Ee A (G0 EDIGoED) A(/\ GoXE,DIGoXL,))), (B.59)
be]ﬁ
(T ={b € A|E{(b) # 1}), dok ne postane Xy = Ey. Tada vaZi:

(a) Nizovi {Eg}ken i {Xilken su opadajuéi;
(b)Za svakik € N, E;, < Xi;
(c)Za svaki k € N, i sve ¢ € A vaZi sledece:

Ee < [\ (0x0 XDI(0x 0 X0); (B.60)
xeX
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(d)Za svaki k € N, X 1 Ey su fazi ekvivalencije;

(e) Ako je Xy = Ey, za neko k € N, tada je Ey najveca desno invarijantna fazi ekviva-
lencija na <7 ;

(f) Ako je of konacan i £ (<7, R) zadovoljava UOL, tada su nizovi {Eg}ien 1 { Xk}ken
konacni, tj. postoji k € N tako da X = Ej.

Sledeca teorema, predstavlja specijalan slucaj predhodne teoreme, naime
daje postupak za racunanje najveée desno-invarijantne ekvivalencije na
nedeterministickom automatu.

Teorema 2.12. Neka je o7 = (A,0,0,7) nedeterministicki automata i U = AX A
univerzalna relacija na A.

Definisimo nizove {Ex }xen i {Ri}ken ekvivalencija na A na slede¢inacin: Inicijalno
zak=1

Ri=U  E=n"n)|(@xoUIE:0U),
xeX

gde je a proizvoljni element iz A.

Dalje, za svakik € N ponavljamo sledeci korak: Nalazimo a € A, tako da je R} # E

i stavljamo
Rier = RO (EJIED), (B.61)

Eter = Ex ([ (0 0 (RS~ ED)I(x 0 (RS~ ED)) N (60 EDI©x 0 ES)),  (B.62)
xeX

dok ne bude Ry, = Ey. Tada vaZi:
(a) Nizovi {Eg}ken 1 {Ri}ken Su opadajuéi;

(b)Za svakik € N, E;, C Ry;
(c)Za svaki k € N, i sve c € A vaZi:

Ee €[ )@x o ROI(0x0 RY); (B.63)
xeX

(d)Za svaki k € N, Ry i Ey su relacije ekvivalencije;
(e) Procedura je konacna i zavrsava se nakon |A| — 1 koraka i ukoliko se zavrsi nakon
n koraka tada je E,, najveca desno invarijantna ekvivalencija na < .

Primetimo da ova modifikacija ima znatno manju kompleksnost, odnosno
kompleksnost ovog algoritma iznosi O(n’m).
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Mpwunor 1.

N3JABA O AYTOPCTBY

M3jaBroyjem fa je JoKTopcka gucepTauuja, noJ HacnoBOM

BUCUMYTALUMIE 3A A3 AYTOMATE

e pesynTaT COMCTBEHOr UCTPaXMBaykor paaa,

e [Oa npepnoxeHa guceptauuvja, HW Yy LEnUHW, HW Yy AEnoBuMa,
Huje Ouna npegnoxeHa 3a p[Jobujawe OMNO  KOje Aunnome,
npema CTYAMjCKMM  nporpamMumma  ApYrux BUCOKOLLIKOTCKUX
ycTaHoBa,

* [a cy pe3ynTaTMKOPEKTHO HaBeaEeHU U

* [a Hucam Kpwwuo/na ayTopcka npaBa, HATM 3noynotpebuo/na
WHTEeNeKTyanHy CBOjUHY Apyrnx nuua.

Y Huwy,

Aytop guceptaunje: MBaHa Munuyumh

MNotnuc pokTopaHaa:




Mpwunor 2.

M3JABA O NCTOBETHOCTW WUTAMIMAHE W ENEKTPOHCKE
BEP3WJE OOKTOPCKE ANCEPTALUWJE

Wme n npesume aytopa: MBaHa Mwuunh

Cryanjcku nporpam: MHdpopMaTumka

Hacnos paga: Bucumynauumje 3a dasm ayrtomarte

MeHTOp: JeneHa NrksaTtoBuh

UsjaBrbyjeM pfa je wramnaHa Bepauja Moje [JOKTopcKe
aucepTtauvje UCTOBETHA ENEeKTPOHCKOj Bep3uju, Kojy cam npegao/na
3a YyHowewe Yy [OdurmtanHu penos3ntopujym YHuBep3uTeTa y
Huwy.

[o3sBorbaBam ga ce o6GjaBe MOjU JIMYHM nogauu, Koju cy y
Besn ca pJobujarem akagemcKor 3Baka [OKTOpa Hayka, Kao LWTo Ccy
ume 1 npesmme, roguHa M Mecto pofjewa M paatym ofbpaHe paga, u
TO y Karanory Bnbnnoteke, [OurntanHoMm peno3vTopujymy YHK
Bep3uTeTa y Huwy, kao u y nybnukaumjama YHuBepsuteta y Huwy.

Y Huwy,

AyTop auncepTaumje:

MoTnuc pokTopaHaa:




Mpwunor 3.

M3JABA O KOPUNLUREHY

OBnawhyjem YHuBep3anteTcky 6ubnmnoteky ,Hukona Tecna“ ga,
y OurutanHu penosnTtopujym YHuBepsuteta y Hwuwy, yHece MoOjy
OOKTOpPCKY AucepTaumnjy, noq HacnoBOM:

BUCUMYNALWMIE 3A ®A3N AYTOMATE

KOja je Moje ayTopcko geno.

OucepTaumnjy ca cBuM npunosMMa npegao/na cam Yy
enekTpoHckoMm dopmaTy, NOroAHOM 3a TpajHO apXuBuUpaHe.

Mojy  OOKTOopcKky  AaucepTauujy, YHETY y  OurutanHu
penosuTtopujym YHuBep3uteta y Huwy, mMoOry KOpPUCTUTU CBU KOjuU
nowTyjy ogpenbe cagpxaHe y ogabpaHom Tuny nuueHue KpeatmsBHe
3ajeagHuye (Creative Commons), 3a KOjy cam ce ogny4duo/na.

1. AyTopcTBO

2. AyTopcTBO — HekomepuUujanHo

3. AyTopcTBO — HekomepuujanHo — 6e3 npepage

4. AyTOpCTBO — HEKOMepLuujanHo — AenuTu nog UCTUM

ycrnoBsmMMma

5. AytopctBo— 6e3 npepage

6. AyTopcTBO— [enuTu nog UCTUM YycCrnoBuma
(Monumo ga noaByyeTe caMO jedHy of LeCT NOHyhHeHux nuueHuwu;
KpaTak onuc nuUEHLM je 'y HacTaBKy TEKCTa).

Y Huwy,

Aytop guceptaumje: MIBaHa Mwuuunh

MNotnuc pokTopaHaa
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NMPUPOOHO - MATEMATUYKUN PAKYIITET
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Bucumynauvje 3a gasu aytomarte

Jesuk nybnukauuje, JI: EHrMeckn

Jesuk nssoaa, JU: cprcku

3emrba nybnukosamna, 3MM: Cpbuja

Yxxe reorpadcko nogpysje, YI: Cpbuja

FoauHa, FO: 2014.

W3paBay, U3: ayTOPCKWN PenpuHT

MecTo n agpeca, MA:
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(nornaerba/cTpaHa/umuTtata/Tabenal/cnvkalip
aduka/npunora)

154 cT1p., rpach. npvkasmu
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