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CHAOTIC C-DISTRIBUTION SEMIGROUPS

Marko Kostić∗

Abstract

We introduce and analyze hypercyclic and chaotic properties of C-distri-
bution semigroups and global integrated C-semigroups. The obtained results
are incorporated in the study of the dynamics of the backwards Lp heat semi-
groups (p > 2) on symmetric spaces of non-compact type.

1 Introduction

Throughout this paper, we assume that E is a separable infinite-dimensional com-
plex Banach space. The dual space of E and the space of all bounded, linear opera-
tors on E, are denoted by E∗ and L(E), respectively. Let S be a non-empty closed
subset of C satisfying S \ {0} 6= ∅. For a closed, linear operator A acting on E, we
denote by D(A), R(A), Kern(A), ρ(A), σ(A) and σp(A) its domain, range, kernel,
resolvent set, spectrum and point spectrum, respectively. If F is a closed subspace
of E, then AF denotes the part of A in F ; that is, AF = {(x, y) ∈ A : x, y ∈ F}.
Set D∞(A) :=

⋂
n∈N

D(An). The solution space for A, denoted by Z(A), is de-

fined to be the set of all x ∈ E for which there exists a continuous mapping

u(·, x) ∈ C([0,∞) : E) satisfying
t∫
0

u(s, x)ds ∈ D(A) and A
t∫
0

u(s, x)ds = u(t, x)−x,

t ≥ 0. In this paper, the notions of fractionally integrated C-semigroups and the
(vector-valued) Schwartz spaces are understood in the sense of [26]. We employ the
convolution product ∗ and the finite convolution product ∗0 of measurable functions
ϕ, ψ : R→ C :

ϕ ∗ ψ(t) =:

∞∫

−∞
ϕ(t− s)ψ(s)ds, ϕ ∗0 ψ(t) :=

t∫

0

ϕ(t− s)ψ(s)ds, t ∈ R,
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and refer the reader to [26, Section 1.3] for the basic properties of the convolution
of vector-valued distributions.
A linear operator T on E is said to be hypercyclic if there exists an element x ∈
D∞(T ) whose orbit {Tnx : n ∈ N0} is dense in E; T is said to be topologically
transitive if for every pair of open non-empty subsets U, V of E, there exists an
element x ∈ D∞(T ) and a number n ∈ N such that Tn(U) ∩ V 6= ∅. A periodic point
for T is an element x ∈ D∞(T ) satisfying that there exists n ∈ N with Tnx = x.
Finally, T is said to be chaotic if T is hypercyclic and the set of periodic points of
T is dense in E.
Chronologically, the first examples of hypercyclic operators were given on the space
H(C) of entire functions equipped with the topology of uniform convergence on
compact subsets of C. More precisely, G. D. Birkhoff proved in 1929 that the trans-
lation operator f 7→ f(· + a), f ∈ H(C), a ∈ C \ {0} is hypercyclic in H(C),
and G. R. MacLane proved in 1952 the hypercyclicity of the derivative operator
f 7→ f ′, f ∈ H(C). The first systematic investigation into the hypercyclicity and
chaos of strongly continuous semigroups was obtained by W. Desch, W. Schap-
pacher and G. F. Webb [19] in 1997; the references [4], [7]-[13], [23]-[24], [31] and
[39] are crucially important in the study of chaotic properties of strongly continuous
semigroups. The notion of hypercyclicity and chaos of distribution semigroups as
well as unbounded semigroups of linear operators was introduced by R. deLauben-
fels, H. Emamirad and K.-G. Grosse-Erdmann in [17]. The main objective in this
paper is to enquire into the hypercyclic and chaotic properties of C-distribution
semigroups and integrated C-semigroups.

2 Chaos for C-distribution semigroups
and integrated C-semigroups

We recall the next definition of a C-distribution semigroup.

Definition 1. ([25]) Let G ∈ D′0(L(E)) satisfy CG = GC. If

(C.D.S.1) G(ϕ ∗0 ψ)C = G(ϕ)G(ψ), ϕ, ψ ∈ D,

then G is called a pre-(C-DS) and if additionally

(C.D.S.2) N (G) :=
⋂

ϕ∈D0

Kern(G(ϕ)) = {0},

then G is called a C-distribution semigroup, (C-DS) in short. A pre-(C-DS) G is
called dense if

(C.D.S.3) R(G) :=
⋃

ϕ∈D0

R(G(ϕ)) is dense in E.

Let G be a (C-DS) and T ∈ E ′0(C). Then we define G(T ) on a subset of E by

y = G(T )x iff G(T ∗ ϕ)x = G(ϕ)y for all ϕ ∈ D0.
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By (C.D.S.2), G(T ) is a function. Moreover, G(T ) is a closed linear operator and
G(δ) = I. The infinitesimal generator of a (C-DS) G is defined by A := G(−δ′). Let
us also define the operator GC(T ) (T ∈ E ′0(C)) by

GC(T ) = {(x, y) ∈ E ⊕ E : G(T ∗ ϕ)Cx = G(ϕ)y, ϕ ∈ D0} .

It can be easily seen that GC(T ) is a closed linear operator and that G(T )C =
GC(T ), T ∈ E ′0(C). Furthermore, for every T ∈ E ′0(C) and ϕ ∈ D, G(ϕ)G(T ) ⊆
G(T )G(ϕ), CG(T ) ⊆ G(T )C and R(G) ⊆ D(G(T )). In the case C = I, there is
no risk for confusion and we also write G for G. Arguing as in the proofs of [25,
Theorem 4.2, Theorem 4.4], we have that a closed linear operator A generates a
(C-DS) iff for every τ > 0 there exists nτ ∈ N such that A is the integral generator
of a local nτ -times integrated C-semigroup on [0, τ).
Let G be a (C-DS), S, T ∈ E ′0(C), ϕ ∈ D0, ψ ∈ D and x ∈ E. Then

(P1) G(S)G(T ) ⊆ G(S ∗ T ) with D(G(S)G(T )) = D(G(S ∗ T )) ∩D(G(T )),
G(S) + G(T ) ⊆ G(S + T ) and

(P2) If G is dense, then its generator is densely defined.

By (P1), we have

D(G(δs)G(δt)) = D(G(δs ∗δt))∩D(G(δt)) = D(G(δt+s))∩D(G(δt)), t, s ≥ 0, (1)

where δt(ϕ) = ϕ(t), t ∈ R, ϕ ∈ D. Denote by D(G) the set of all x ∈ ⋂
t≥0

D(G(δt))

satisfying that the mapping t 7→ G(δt)x, t ≥ 0 is continuous. Then (1) implies
G(δt)(D(G)) ⊆ D(G), t ≥ 0. A closed linear subspace Ẽ of E is said to be G-
admissible iff G(δt)(D(G) ∩ Ẽ) ⊆ D(G) ∩ Ẽ, t ≥ 0. Define G(ϕ)

(
x
y

)
:=

(G(ϕ)x
G(ϕ)y

)

and C(x
y

)
:=

(
Cx
Cy

)
, x, y ∈ E, ϕ ∈ D. Then G is a (C-DS) in E ⊕ E, and Ẽ ⊕ Ẽ is

G-admissible provided that Ẽ is G-admissible.

Definition 2. Let G be a (C-DS) and let Ẽ be G-admissible. Then it is said that
G is:

(i) Ẽ-hypercyclic, if there exists x ∈ D(G) ∩ Ẽ such that the set {G(δt)x : t ≥ 0}
is dense in Ẽ,

(ii) Ẽ-chaotic, if G is Ẽ-hypercyclic and the set of Ẽ-periodic points of G, GẼ,per,

defined by {x ∈ D(G) ∩ Ẽ : G(δt0)x = x for some t0 > 0}, is dense in Ẽ,

(iii) Ẽ-topologically transitive, if for every y, z ∈ Ẽ and ε > 0, there exist v ∈
D(G) ∩ Ẽ and t ≥ 0 such that ||y − v|| < ε and that ||z −G(δt)v|| < ε,

(iv) Ẽ-topologically mixing, if for every y, z ∈ Ẽ and ε > 0, there exist v ∈
D(G) ∩ Ẽ and t0 ≥ 0 such that ||y − v|| < ε and that ||z − G(δt)v|| < ε,
t ≥ t0,

(v) Ẽ-weakly mixing, if G is (Ẽ ⊕ Ẽ)-hypercylic in E ⊕ E,
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(vi) Ẽ-supercyclic, if there exists x ∈ D(G) ∩ Ẽ such that its projective orbit
{cG(δt)x : c ∈ C, t ≥ 0} is dense in Ẽ,

(vii) Ẽ-positively supercyclic, if there exists x ∈ D(G) ∩ Ẽ such that its positive
projective orbit {cG(δt)x : c ≥ 0, t ≥ 0} is dense in Ẽ,

(viii) ẼS-hypercyclic, if there exists x ∈ D(G) ∩ Ẽ such that its S-projective orbit
{cG(δt)x : c ∈ S, t ≥ 0} is dense in Ẽ,

(ix) ẼS-topologically transitive, if for every y, z ∈ Ẽ and ε > 0, there exist v ∈
D(G) ∩ Ẽ, t ≥ 0 and c ∈ S such that ||y−v|| < ε and that ||z−cG(δt)v|| < ε,

(x) sub-chaotic, if there exists a G-admissible subset Ê such that G is Ê-chaotic.

Let α ∈ (0,∞), α /∈ N and f ∈ S. Put n = dαe := inf{k ∈ Z : k ≥ α}. Recall ([33]),
the Weyl fractional derivatives Wα

+ and Wα
− of order α are defined by:

Wα
+f(t) :=

(−1)n

Γ(n− α)
dn

dtn

∞∫

t

(s− t)n−α−1f(s)ds, t ∈ R and

Wα
−f(t) :=

1
Γ(n− α)

dn

dtn

t∫

−∞
(t− s)n−α−1f(s)ds, t ∈ R.

If α = n ∈ N, put Wn
+ := (−1)n dn

dtn and Wn
− := dn

dtn . Then Wα+β
± = Wα

±W β
±, α, β >

0. Assume that A is the integral generator of an α-times integrated C-semigroup

(Sα(t))t≥0 for some α ≥ 0. Set Gα(ϕ)x :=
∞∫
0

Wα
+ϕ(t)Sα(t)xdt, x ∈ E, ϕ ∈ D. Then

Gα is a (C-DS) generated by A ([25], [33]).

Definition 3. Let Ẽ be a closed linear subspace of E. Then it is said that Ẽ is
(Sα(t))t≥0-admissible iff Ẽ is Gα-admissible, and that (Sα(t))t≥0 is Ẽ-hypercyclic
iff Gα is; all other dynamical properties of (Sα(t))t≥0 are understood in the same
sense. A point x ∈ Ẽ is said to be a Ẽ-periodic point of (Sα(t))t≥0 iff x is a
Ẽ-periodic point of Gα.

It is clear that the notion of ẼS-hypercyclicity generalizes the notions of (positive)
Ẽ-supercyclicity and Ẽ-hypercyclicity. In the case Ẽ = E, it is also said that G
((Sα(t))t≥0) is hypercyclic, chaotic, ..., S-hypercyclic, S-topologically transitive, and
we write Gper instead of GẼ,per.

Let β > α and Sβ(t)x =
t∫
0

(t−s)β−α−1

Γ(β−α) Sα(s)xds, t ≥ 0, x ∈ E. Then Gα(ϕ)x =

∞∫
0

W β
+ϕ(t)Sβ(t)xdt = Gβ(ϕ)x, x ∈ E, ϕ ∈ D, and this implies that a closed linear

subspace Ẽ of E is (Sα(t))t≥0-admissible iff Ẽ is (Sβ(t))t≥0-admissible, and that
(Sα(t))t≥0 is Ẽ-hypercyclic (Ẽ-chaotic, ..., sub-chaotic) iff (Sβ(t))t≥0 is; because of
this, we assume in the sequel that α = n ∈ N0.
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Example 4. Let ρ(x) := 1
x2+1 , x ∈ R, E := C0,ρ(R), F := E ⊕ E ⊕ E and

E0 = {f ∈ E : f is continuously differentiable , f ′ ∈ E} (see [19]). Put

S1(t)
(

f

g

)
:=

(
t∫
0

f(·+ s)ds + tg(·+ t)−
t∫
0

g(·+ s)ds

t∫
0

g(·+ s)ds

)
, t ≥ 0, f, g ∈ E.

Then (S1(t))t≥0 is a polynomially bounded once integrated semigroup in E⊕E, and
the integral generator of (S1(t))t≥0 is the operator A, given by D(A) := E0 ⊕ E0

and A
(
f
g

)
:=

(
f ′+g′

g′
)
,
(
f
g

) ∈ D(A). It can be straightforwardly proved that A does not
generate a strongly continuous semigroup in E ⊕ E and that A generates a global

R(1 : A)-regularized semigroup (T1(t))t≥0 satisfying S1(t)
(
f
g

)
= (1−A)

t∫
0

T1(s)
(
f
g

)
ds,

t ≥ 0, f, g ∈ E. Denote by G a distribution semigroup generated by A. Then
G(δt)

(
f
g

)
= d

dtS1(t)
(
f
g

)
= (1 − A)T1(t)

(
f
g

)
=

(
f(·+t)+tg′(·+t)

g(·+t)

)
, t ≥ 0, f, g ∈ D.

Applying these equalities and [17, Theorem 3.4] with Y1 = Y2 = D ⊕ D and
S

(
f
g

)
=

(
f(·−1)−g′(·−1)

g(·−1)

)
, f, g ∈ D, we get that the operator G(δ1) is hypercyclic,

which implies that (S1(t))t≥0 is hypercyclic; by the proof of Theorem 9 given below,
it also follows that (S1(t))t≥0 is weakly mixing. Finally, one can use the preceding
construction in order to see that there exist an injective operator C ∈ L(F ) and
a closed densely defined operator B acting on F satisfying that B is the integral
generator of a hypercyclic once integrated C-semigroup and that B is not a subgen-
erator of any (local) C-regularized semigroup in F (cf. [29, Examples 8.1, 8.2] and
[36, Proposition 2.4] for further information).

Proposition 5. Assume that G is a (C-DS) and that Ẽ is G-admissible. If G is
Ẽ-weakly mixing, then G is both Ẽ-topologically transitive and Ẽ-hypercyclic.

Proof. We will only prove that G is Ẽ-topologically transitive provided that G is
Ẽ-weakly mixing. Assume y, z ∈ Ẽ and ε > 0. By Ẽ-hypercyclicity of G, it follows
that there exist t0 ≥ 0, t1 ≥ 0, x1 ∈ D(G) ∩ Ẽ and x2 ∈ D(G) ∩ Ẽ such that:

||y −G(δt0)x1|| < ε, ||z −G(δt0)x2|| < ε and

||z −G(δt1)x1|| < ε, ||y −G(δt1)x2|| < ε.

Put t = |t1 − t0|, and v = G(δt1)x2, resp. v = G(δt0)x1, if t0 ≥ t1, resp. t1 > t0.
Then v ∈ D(G) ∩ Ẽ, ||y − v|| < ε and ||z −G(δt)v|| < ε.

Assume that the semigroup (etA)t≥0 is hypercyclic (chaotic) in the sense of [17,
Definition 3.2] and let L(E) 3 C be an injective operator satisfying that (W (t) :=
etAC)t≥0 is a C-regularized semigroup generated by A. Then it can be simply
proved that (W (t))t≥0 is hypercyclic (chaotic) in the sense of Definition 3. Hence,
examples given in [17, Sections 5, 6] can be used for the construction of chaotic
C-regularized semigroups. For more examples of chaotic and various kinds of S-
hypercyclic strongly continuous semigroups, we refer to [3]-[4], [11]-[12], [19]-[20],
[31] and [35].
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The proof of the next extension of [17, Lemma 4.3] is provided for the sake of
completeness.

Lemma 6. (i) Assume A generates a (C-DS) G. Then Z(A) = D(G). If x ∈
Z(A), then u(t, x) = G(δt)x, t ≥ 0 and

G(ψ)x =

∞∫

0

ψ(t)Cu(t, x)dt =

∞∫

0

ψ(t)GC(δt)xdt, ψ ∈ D. (2)

(ii) Assume that, for every τ > 0, there exists nτ ∈ N such that A is a subgenerator
of a local nτ -times integrated C-semigroup (Snτ (t))t∈[0,τ). Then the solution
space Z(A) is the space which consists of all elements x ∈ E such that, for
every τ > 0, Snτ (t)x ∈ R(C) and that the mapping t 7→ C−1Snτ (t)x, t ∈ [0, τ)
is nτ -times continuously differentiable. If x ∈ Z(A) and t ∈ [0, τ), then
u(t, x) = dnτ

dtnτ C−1Snτ
(t)x.

Proof. To prove (i), notice that, for every τ > 0, A is the integral generator of a
local nτ -times integrated C-semigroup (Snτ (t))t∈[0,τ). Assume first that x ∈ D(G)

and that 0 ≤ t is fixed. It suffices to show that G(−ϕ′)
t∫
0

G(δs)xds = G(ϕ)(G(δt)x−
x), ϕ ∈ D0. Let ϕ ∈ D0 and suppϕ ∪ suppϕ(· − t) ∪ {t} ⊆ (−∞, τ) for some τ > 0.
We must prove that

t∫

0

∞∫

0

ϕ(n+1)(v)Snτ (v)G(δs)xdvds = −
∞∫

0

ϕ(n)(v)Snτ (v)(G(δt)x− x)dv.

This follows from Fubini’s theorem, the equality G(ϕ(·−s))x = G(ϕ)G(δs)x, s ∈ [0, t]
and an elementary computation. In order to prove the converse statement, let us
assume x ∈ Z(A), t ≥ 0, ϕ ∈ D0 and suppϕ∪ suppϕ(·− t)∪{t} ⊆ (−∞, τ) for some

τ > 0. Set uk(s, x) :=
s∫
0

(s−r)k−1

(k−1)! u(r, x)dr, s ∈ [0, t], k ∈ N. Then one can inductively

prove that A
s∫
0

uk(r, x)dr = uk(s, x) − sk

k! x, s ∈ [0, t], k ∈ N. Using the proof of

[34, Proposition 2.6], one gets that Cunτ (s, x) = Snτ (s)x, s ∈ [0, t]. This implies
u(t, x) = ( dnτ

dsnτ C−1Snτ (s)x)s=t. On the other hand, the proof of [26, Theorem
3.2.1.15] gives that x ∈ D(G(δt)) and that G(δt)x = ( dnτ

dsnτ C−1Snτ (s)x)s=t = u(t, x).
The proof of (2) follows from an application of the partial integration and this
completes the proof of (i). The proof of (ii) is a consequence of the proof of (i) and
a similar argumentation.

Assume A generates a (C-DS) G and x ∈ Z(A). By Lemma 6, we have that
C(Z(A)) ⊆ R(G) and that G(ψ)x ∈ R(C), ψ ∈ D. Further on, R(G) ⊆ Z(A),
G(δt)(Z(A)) ⊆ Z(A) ⊆ D(A), t ≥ 0 and ẼS-hypercyclicity (ẼS-topological tran-

sitivity) of G implies Ẽ ∩ Z(A) = Ẽ and Ẽ ⊆ D(A). Given t > 0 and σ > 0,



Chaotic C-Distribution semigroups 57

set
Φt,σ := {ϕ ∈ D0 : suppϕ ⊆ (t− σ, t + σ), ϕ ≥ 0,

∫
ϕ(s)ds = 1}.

Keeping in mind Lemma 6 and the proofs of [17, Proposition 3.3, Theorem 4.6],
we have the following theorem.

Theorem 7. (i) Assume n ∈ N0, A is the integral generator of an n-times inte-
grated C-semigroup (Sn(t))t≥0, C(Ẽ) = Ẽ and Ẽ is Gn-admissible. Then the
following holds.

(i.1) (Sn(t))t≥0 is ẼS-hypercyclic iff there exists x ∈ Ẽ such that the mapping
t 7→ Sn(t)x, t ≥ 0 is n-times continuously differentiable and that the set
{c dn

dtn Sn(t)x : c ∈ S, t ≥ 0} is dense in Ẽ.

(i.2) (Sn(t))t≥0 is ẼS-topologically transitive iff for every y, z ∈ Ẽ and ε > 0,

there exist v ∈ Ẽ, t0 > 0 and c ∈ S such that the mapping t 7→ Sn(t)v,
t ≥ 0 is n-times continuously differentiable and that ||y − v|| < ε as well
as ||z − c( dn

dtn Sn(t)v)t=t0 || < ε.

(i.3) (Sn(t))t≥0 is Ẽ-chaotic iff (Sn(t))t≥0 is Ẽ-hypercyclic and there exists a
dense subset of Ẽ consisting of those vectors x ∈ Ẽ for which there exists
t0 > 0 such that the mapping t 7→ Sn(t)x, t ≥ 0 is n-times continuously
differentiable and that ( dn

dtn Sn(t)x)t=t0 = Cx.

(ii) Let A be the generator of a (C-DS) G and let Ẽ be G-admissible. Then:

(ii.1) G is ẼS-hypercyclic iff there exists x0 ∈ D(G) ∩ Ẽ such that, for every
x ∈ Ẽ and ε > 0, there exist t0 > 0, c ∈ S and σ > 0 such that

||cC−1G(ϕ)x0 − x|| < ε, ϕ ∈ Φt0,σ.

(ii.2) G is ẼS-topologically transitive iff for every y, z ∈ Ẽ and ε > 0, there
exist t0 > 0, c ∈ S, σ > 0 and v ∈ D(G) ∩ Ẽ such that, for every
ϕ ∈ Φt0,σ,

||y − v|| < ε and ||z − cC−1G(ϕ)v|| < ε.

(ii.3) G is Ẽ-chaotic iff G is Ẽ-hypercyclic and there exists a dense set in Ẽ of
vectors x ∈ D(G) ∩ Ẽ for which there exists τ > 0 such that, for every
ε > 0, there exists σ > 0 satisfying

||C−1G(ϕ)x− x|| < ε, ϕ ∈ Φτ,σ.

It is not known whether the converse of the assertion (P2) holds unless R(C) = E
and ρ(A) 6= ∅. Nevertheless, Theorem 7 enables one to prove the following

Corollary 8. Let A be the generator of a (C-DS) G. Assume that Ẽ is G-admissible
and that G is ẼS-hypercyclic (ẼS-topologically transitive). Then C(Ẽ) ⊆ R(G).
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The Hypercyclicity Criterion for C-distribution semigroups reads as follows.

Theorem 9. Let A be the generator of a (C-DS) G and let Ẽ be G-admissible.
Assume that there exist subsets Y1, Y2 ⊆ Z(A) ∩ Ẽ, both dense in Ẽ, a mapping
S : Y1 → Y1 and a bounded linear operator D in Ẽ such that:

(i) G(δ1)Sy = y, y ∈ Y1,

(ii) lim
n→∞

S
n
y = 0, y ∈ Y1,

(iii) lim
n→∞

G(δn)ω = 0, ω ∈ Y2,

(iv) R(D) is dense in Ẽ,

(v) R(D) ⊆ Z(A) ∩ Ẽ, G(δn)D ∈ L(Ẽ), n ∈ N and

(vi) DG(δ1)x = G(δ1)Dx, x ∈ Z(A) ∩ Ẽ.

Then G is both (Ẽ ⊕ Ẽ)-hypercyclic and (Ẽ ⊕ Ẽ)-topologically transitive; in partic-
ular, G is Ẽ-weakly mixing.

Proof. Let T1 be the restriction of the operator G(δ1) to Z(A) ∩ Ẽ, T1 =
G(δ1)Z(A) ∩ Ẽ . Put T := T1⊕T1, Y1 := Y1⊕Y1, Y2 := Y2⊕Y2, D̃ := D⊕D and define
S : Y1 → Y1 by S(x, y) := (Sx, Sy), x, y ∈ Y1. Since G(δ1)(Z(A) ∩ Ẽ) ⊆ Z(A) ∩ Ẽ,
D∞(T ) = Z(A) ∩ Ẽ and G(δ1)nx = G(δn)x, x ∈ Z(A) ∩ Ẽ, one can apply [17,
Theorem 2.3] in order to see that the operator T is hypercyclic in Ẽ⊕ Ẽ. Under the
aegis of the proofs of [17, Theorem 2.3] and [21, Theorem 2], one yields that T is
also topologically transitive. The proof of theorem completes a routine argument.

Assume R(C) = E, Ẽ = E, A is the integral generator of a C-regularized semigroup

(T (t))t≥0 and G(ϕ)x =
∞∫
0

ϕ(t)T (t)xdt, x ∈ E, ϕ ∈ D. Then the conditions (iv)-

(vi) quoted in the formulation of Theorem 9 hold with D = C and, in this case,
Theorem 9 reduces to the Hypercyclicity Criterion for C-regularized semigroups
(cf. [17, Theorem 3.4]). Using [8, Remark 2.6] and the proofs of [6, Lemma 3.1]
and [17, Theorem 2.3], we are in a position to clarify S-Hypercyclicity Criterion
for C-distribution semigroups (C-regularized semigroups).

Example 10. Assume n ∈ N, Ω = (0,∞)n, αi > 0, 1 ≤ i ≤ n and α := min{αi :
1 ≤ i ≤ n}. Set ρ(x) := e−(xα

1 +···+xα
n) and

ϕ(t, x) := ((t + xα1
1 )1/α1 , · · ·, (t + xαn

n )1/αn), t ≥ 0, x = (x1, · · ·, xn) ∈ Ω.

Let us remind that the space C0,ρ(Ω,C) consists of all continuous functions f :
Ω → C satisfying that, for every ε > 0, {x ∈ Ω : |f(x)|ρ(x) ≥ ε} is a compact
subset of Ω; equipped with the norm ||f || := sup

x∈Ω
|f(x)|ρ(x), C0,ρ(Ω,C) becomes

a Banach space. The space of all continuous functions f : Ω → C whose sup-
port is a compact subset of Ω, denoted by Cc(Ω,C), is dense in C0,ρ(Ω,C). Define
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(Tϕ(t)f)(x) := f(ϕ(t, x)), t ≥ 0, x ∈ Ω and Cf(x) := e−(x1+···+xn)f(x), x ∈ Ω,
f ∈ C0,ρ(Ω,C). Then one can simply prove that Tϕ(t) /∈ L(C0,ρ(Ω,C)), t > 0 and
that (Tϕ(t)C)t≥0 is a bounded C-regularized semigroup. Given f ∈ Cc(Ω,C), define
f̃ : [0,∞)n → C by f̃(x) := f(x), x ∈ Ω and f̃(x) := 0, x ∈ [0,∞)n \ Ω. Apply-
ing [17, Theorem 3.4] with Y1 = Y2 = Cc(Ω,C) and Sf(x1, · · ·, xn) = f̃((xα1

1 −
1)1/α1χ[(a

α1
1 +1)1/α1 ,(b

α1
1 +1)1/α1 ](x1), · · ·, (xαn

n −1)1/αnχ[(aαn
n +1)1/αn ,(bαn

n +1)1/αn ](xn)),
x ∈ Ω, f ∈ Y1, suppf⊆ ∏n

i=1[ai, bi] ⊆ Ω, we get that (Tϕ(t)C)t≥0 is weakly mixing.
Furthermore, (Tϕ(t)C)t≥0 is topologically mixing and, thanks to the proof of [23,
Theorem 5.7], (Tϕ(t)C)t≥0 is chaotic.

Let A be the generator of a strongly continuous semigroup (T (t))t≥0. Then (T (t))t≥0

is S-topologically transitive in the sense of Definition 3 iff (T (t))t≥0 is S-topologically
transitive in the sense of the definition introduced on pages 50-51 of [27]. It
is well known that S-topological transitivity of (T (t))t≥0 is equivalent to its S-
hypercyclicity and that (T (t))t≥0 is weakly mixing provided that (T (t))t≥0 is chaotic
([27]); it is not clear whether the above assertions continue to hold in the case of
C-distribution semigroups. In the sequel of the paper, we will use the fact that
the notions of Ẽ-topological transitivity, or more generally ẼS-topological transi-
tivity, and Ẽ-periodic points of a (C-DS) G (or an n-times integrated C-semigroup
(Sn(t))t≥0) can be understood in the sense of Definition 2 even in the case when
the set Ẽ is not G-admissible.
The next theorem is a strengthening of [19, Theorem 3.1] and [2, Criterion 2.3].

Theorem 11. (i) Let A be the generator of a (C-DS) G. Assume that there exists
an open connected subset Ω of C, which satisfies σp(A) ⊇ Ω and intersects
the imaginary axis, and let f : Ω → E be an analytic mapping satisfying
f(λ) ∈ Kern(A − λ) ∩ (Z(A) \ {0}), λ ∈ Ω. Assume, further, that the
superposition (x∗ ◦ f)(λ) = 0, λ ∈ Ω, for some x∗ ∈ E∗, implies x∗ = 0. Then
G is topologically transitive and the set Gper is dense in E.

(ii) Let A be the generator of a (C-DS) G. Assume that there exists an open
connected subset Ω of C, which satisfies σp(A) ⊇ Ω and intersects the imag-
inary axis, and let f : Ω → E be an analytic mapping satisfying f(λ) ∈
Kern(A − λ) ∩ (Z(A) \ {0}), λ ∈ Ω. Put E0 := span{f(λ) : λ ∈ Ω} and
Ẽ := E0. Then G is Ẽ-topologically transitive and the set GẼ,per is dense in
Ẽ.

Proof. To prove (i), notice that the prescribed assumptions imply that, for every
τ > 0, there exists nτ ∈ N such that A is the integral generator of a local nτ -
times integrated C-semigroup (Snτ (t))t∈[0,τ). Fix temporarily t ∈ [0, τ) and λ ∈ Ω.

Then AC
t∫
0

(t−s)nτ−1

(nτ−1)! u(s, f(λ))ds = ASnτ (t)f(λ) = Snτ (t)Af(λ) = Snτ (t)λf(λ) =

C
t∫
0

(t−s)nτ−1

(nτ−1)! u(s, λf(λ))ds = C
t∫
0

(t−s)nτ−1

(nτ−1)! u(s, Af(λ))ds. Since C−1AC = A, one
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gets

A

t∫

0

(t− s)nτ−1

(nτ − 1)!
u(s, f(λ))ds =

t∫

0

(t− s)nτ−1

(nτ − 1)!
u(s,Af(λ))ds, t ≥ 0, λ ∈ Ω.

Hence, u(t, f(λ)) ∈ D(A), t ≥ 0, λ ∈ Ω and

Au(t, f(λ)) = u(t, Af(λ)), t ≥ 0, λ ∈ Ω. (3)

On the other hand, the partial integration implies

(A− λ)

t∫

0

e−λsu(s, x)ds = e−λtu(t, x)− x, x ∈ Z(A), t ≥ 0, λ ∈ C. (4)

Keeping in mind (3)-(4), one gets (A− λ)u(t, f(λ)) = 0 and

G(δt)f(λ) = eλtf(λ), t ≥ 0, λ ∈ Ω. (5)

Noticing that G(δt)G(δs)f(λ) = G(δt+s)f(λ), t, s ≥ 0, λ ∈ Ω, one can repeat
literally the final part of the proof of [19, Theorem 3.1] to deduce that the set
Gper is dense in E. A slight technical modification of the proofs of [19, Theorem
2.3, Theorem 3.1] combined with (5) shows that the sets X0 := span{f(λ) : λ ∈
Ω, Re(λ) < 0}, X∞ := span{f(λ) : λ ∈ Ω, Re(λ) > 0} and Xper := span{f(λ) :
λ ∈ Ω ∩ iQ} are dense in E as well as that G is topologically transitive, finishing
the proof of (i). In order to prove (ii), notice first that [2, Lemma 2.2] implies
that the sets X0, X∞ and Xper are dense in Ẽ. With (5) in view, it follows that,
for every x ∈ X0 and ε > 0, resp. x ∈ X∞ and ε > 0, there exists an arbitrarily
large t > 0 such that ||G(δt)x|| < ε, resp. there exist an arbitrarily large t > 0 and
y(t) ∈ D(G) ∩ E0 such that ||y(t)|| < ε and that G(δt)y(t) = y(t). By the proof
of [2, Criterion 2.3], G is Ẽ-topologically transitive. One can similarly prove that
Xper ⊆ GẼ,per, which completes the proof of (ii).

Remark 12. (i) It is not clear whether the set Ẽ, appearing in the formulation
of the assertion (ii) of the previous theorem, is G-admissible.

(ii) Assume A is the integral generator of a C-regularized semigroup (T (t))t≥0

and R(C) is dense in E. Let Ω and f(·) satisfy the assumptions quoted in the
formulation of Theorem 11(i). Then (T (t))t≥0 is chaotic, weakly mixing and,
for every t > 0, the operator C−1T (t) is chaotic.

Theorem 13. Let θ ∈ (0, π
2 ) and let −A generate an analytic strongly continuous

semigroup of angle θ. Assume n ∈ N, an > 0, an−i ∈ C, 1 ≤ i ≤ n, D(p(A)) =

D(An), p(A) =
n∑

i=0

aiA
i and n(π

2 − θ) < π
2 .
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(i) Assume that there exists an open connected subset Ω of C, which satisfies
σp(−A) ⊇ Ω, p(−Ω) ∩ iR 6= ∅, and let f : Ω → E be an analytic mapping
satisfying f(λ) ∈ Kern(−A − λ) \ {0}, λ ∈ Ω. Assume, further, that the
superposition (x∗ ◦ f)(λ) = 0, λ ∈ Ω, for some x∗ ∈ E∗, implies x∗ = 0.
Then, for every α ∈ (1, π

nπ−2nθ ), there exists ω ∈ R such that p(A) generates
an entire e−(p(A)−ω)α

-regularized group (T (t))t∈C. Furthermore, (T (t))t≥0 is
chaotic, weakly mixing and, for every t > 0, the operator C−1T (t) is chaotic.

(ii) Assume that there exists an open connected subset Ω of C, which satisfies
σp(−A) ⊇ Ω, p(−Ω) ∩ iR 6= ∅, and let f : Ω → E be an analytic mapping
satisfying f(λ) ∈ Kern(−A − λ) \ {0}, λ ∈ Ω. Let E0 and Ẽ be as in the
formulation of Theorem 11(ii). Then there exists ω ∈ R such that, for ev-
ery α ∈ (1, π

nπ−2nθ ), p(A) generates an entire e−(p(A)−ω)α

-regularized group
(T (t))t∈C such that (T (t))t≥0 is Ẽ-topologically transitive and that the set of
Ẽ-periodic points of (T (t))t≥0 is dense in Ẽ.

Proof. The proof of (i) can be obtained as follows. By the arguments given in
[15, Section XXIV], we have that the operator −p(A) generates an analytic strongly
continuous semigroup of angle π

2 −n(π
2 − θ). Let α ∈ (1, π

nπ−2nθ ). By [15, Theorem
8.2], one gets that there exists a convenable chosen number ω ∈ R such that p(A)
generates an entire e−(p(A)−ω)α ≡ C-regularized group (T (t))t∈C. Thanks to the
proof of [17, Lemma 5.6], σp(−p(A)) = −p(−σp(−A)) and f(λ) ∈ Kern(−p(A) +
p(−λ)), λ ∈ Ω. Without loss of generality, one can assume that p′(z) 6= 0, z ∈ −Ω;
otherwise, one can replace Ω by Ω \ {γ1, · · ·, γn−1}, where γ1, · · ·, γn−1 are not
necessarily distinct zeros of the polynomial z 7→ p′(z), z ∈ C. Hence, the mapping
λ 7→ p(−λ), λ ∈ Ω and its inverse mapping z 7→ −p−1(z), z ∈ p(−Ω), are analytic
and open. The set −p(−Ω) is open, connected and intersects the imaginary axis.
Moreover, the mapping z 7→ f(−p−1(−z)), z ∈ −p(−Ω) is analytic, f(−p−1(−z)) ∈
Kern(−p(A) − z), z ∈ −p(−Ω) and the supposition x∗(f(−p−1(−z))) = 0, z ∈
−p(−Ω), for some x∗ ∈ E∗, implies x∗ = 0. Therefore, it suffices to prove (i) in the
case p(z) = z. In order to do that, notice that −Ω ⊆ σp(A), f(−λ) ∈ D∞(A) and
Akf(−λ) = λkf(−λ), λ ∈ −Ω, k ∈ N. Thereby, the series

∑
k≥0

tk

k! A
kf(−λ) converges

for all λ ∈ −Ω, and certainly, T (t)f(−λ) =
∑
k≥0

tk

k! A
kCf(−λ) = C

∑
k≥0

tk

k! A
kf(−λ) ∈

R(C) and C−1T (t)f(−λ) =
∑
k≥0

tk

k! A
kf(−λ) for all λ ∈ −Ω and t ∈ C. Therefore,

f(−λ) ∈ Z(A), λ ∈ −Ω, f(−λ) ∈ Kern(A − λ) ∩ ( Z(A) \ {0}), λ ∈ −Ω and
C−1T (t)f(λ) = e−λtf(λ), t ≥ 0, λ ∈ Ω. By Theorem 11(i), one has that the set of
periodic points of (T (t))t≥0 is dense in E. Since R(C) is dense in E ([15]), one can
apply [17, Theorem 3.4] with Y1 = X0 ⊕ X0, Y2 = X∞ ⊕ X∞ and S : Y1 → Y1,

defined by S(
k∑

i=1

αif(λi),
l∑

i=1

βif(zi)) := (
k∑

i=1

αie
λif(λi),

l∑
i=1

βie
zif(zi)), k, l ∈ N,

αi ∈ C, Re(λi) < 0, 1 ≤ i ≤ k, βi ∈ C, Re(zi) < 0, 1 ≤ i ≤ l, in order to see that,
for every t > 0, the operator C−1T (t) ⊕ C−1T (t) is hypercyclic. This implies that
(T (t))t≥0 is weakly mixing and chaotic. The chaoticity of the operator C−1T (t)



62 Marko Kostić

(t > 0) can be shown as in the proof of [24, Theorem 4.9] and this completes the
proof of (i). The proof of (ii) can be obtained along the same lines.

Remark 14. (i) Assume that G is a (C-DS) and that the set Ẽ is not G-admissible.
Then one can define the notion of Ẽ-hypercyclicity (ẼS-hypercyclicity) of G in
several different ways. In the second part of this remark, it will be said that G is
Ẽ-hypercyclic iff there exists x ∈ D(G) ∩ Ẽ such that the set {G(δt)x : t ≥ 0}
is a dense subset of Ẽ, and that G is Ẽ-chaotic iff G is Ẽ-hypercyclic and the
set GẼ,per is dense in Ẽ.

(ii) Under the assumptions of Theorem 13(ii), (T (t))t≥0 is Ẽ-weakly mixing and
Ẽ-chaotic. We will prove this statement only in the case p(z) = z. Clearly,
for every λ ∈ Ω, R(ξ : A)f(λ) = f(λ)

ξ−λ , ξ ∈ ρ(A) \ {λ}. By the representation
formula [15, p. 70, l. 2], one can show that there exists a mapping g : Ω →
C \{0} such that Cf(λ) = g(λ)f(λ), λ ∈ Ω. This implies that C(E0) = E0 and
that R(CẼ) is dense in Ẽ. Let D(T1) = {x ∈ Z(A) ∩ Ẽ : G(δ1)x ∈ Z(A) ∩ Ẽ}
and T1x = G(δ1)x, x ∈ D(T1). Using [17, Theorem 2.3] with T = T1 ⊕ T1,
Y1 = X0 ⊕ X0, Y2 = X∞ ⊕ X∞, S(x, y) = (eλx, eλy), x, y ∈ X0, and CẼ ,

one yields that the operator T is hypercyclic in Ẽ. As an outcome, we get that
(T (t))t≥0 is both Ẽ-weakly mixing and Ẽ-chaotic.

Example 15. ( [19, Example 4.12])
In what follows, we analyze chaotic properties of a convection-diffusion type equation
of the form 




ut = auxx + bux + cu := −Au,

u(0, t) = 0, t ≥ 0,

u(x, 0) = u0(x), x ≥ 0.

It is well known that the operator −A, considered with the domain D(−A) = {f ∈
W 2,2([0,∞)) : f(0) = 0}, generates an analytic strongly continuous semigroup of
angle π

2 in the space E = L2([0,∞)), provided a, b, c > 0 and c < b2

2a < 1. The
same conclusion holds if we consider the operator −A with the domain D(−A) =
{f ∈ W 2,1([0,∞)) : f(0) = 0} in E = L1([0,∞)) (cf. [18, Example 2.4]). Let

Ω = {λ ∈ C : |λ− (c− b2

4a
)| ≤ b2

4a
, Im(λ) 6= 0 if Re(λ) ≤ c− b2

4a
}

and let p(x) =
n∑

i=0

aix
i be a nonconstant polynomial such that an > 0 and that

p(−Ω) ∩ iR 6= ∅. Notice that the last condition holds provided a0 ∈ iR. By Theorem
13, it follows that there exists an injective operator C ∈ L(E) such that p(A) gen-
erates an entire C-regularized group (T (t))t∈C satisfying that (T (t))t≥0 is chaotic
and weakly mixing.

L. Ji and A. Weber [22] have recently investigated the dynamics of Lp heat semi-
groups (p > 2) on symmetric spaces of non-compact type. We close the paper by
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observing that Theorem 13 and Remark 14 can be applied to the operators con-
sidered in [22, Theorem 3.1(a), Theorem 3.2, Corollary 3.3] and that convenable
chosen shifts (polynomials) of the backwards heat operator, acting on such spaces,
possess a certain (sub-)chaotical behavior.
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