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WEAK CONVERGENCE OF PRODUCT OF SUMS OF
INDEPENDENT VARIABLES WITH MISSING VALUES

Ivana Ilié

Abstract

Let (X») be a sequence of independent and non-identically distributed
random variables. We assume that only observations of (X,) at certain
points are available. We study limit properties in the sense of weak con-
vergence in the space D[0, 1] of certain processes based on an incomplete
sample from {X1,X2...,X,}. This is an extension of the results of Matula
and Stepien [2009. Weak convergence of products of sums of independent and
non-identically distributed random variables. J. Math. Anal. Appl. 353,
49-54].

1 Introduction and the main result

Let (X,)n>1 be a sequence of independent, positive and square integrable random
variables. More, we assume that only observations at certain points are available.
Denote observed random variables among {Xi,...,X,} by X1, ..., Xy,. Here
the random variable N,, represents the number of observed rv’s among the first n
terms of the sequence (X,,). If every term of X,, is observed with probability p,
independently of other terms, N,, is binomial random variable. But we shall assume
that observed random variables are determined by a general point process. This
model was considered in Mladenovic and Piterbarg (2008).

Assumption A. X, X5, ... does not depend on NN,, and

N, p
>0 as n — 4oo.
n

Let us denote:
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L = E)zk, 2= Varf(k, SN, = Efi”l X; and 012\,” =Var(Sn,).

Theorem 1. Let X Ty ooy X N, represent the sequence of the observed random
variables from the sequence of independent, positive and square integrable random
variables. Let ESy, — 00 as n — oo. Also assume that these variables satisfy
next conditions:

Nn
lim o’ B{Y (X; — EX))’I(|X; - EX;| > eon,)} =0,  for £>0, (1)
1=1
S03 i »
Dpj N2 Q.
j=1 =1 (ES;)
and N
n 2
Zizl 7—7, i} 1 (3)
JNn

where P{N,, = j} = p;.

Then

2
g THaPs:
K2

Zn )= CI] () 7 Mo Loenn( [ B840 (@

in D[0,1] as n — oo, where My, (t) = max{i < N,|0? < to%} and Zy, (t) =1 for ¢
such that My, (t) = 0.

Remark. Condition (1.1) is called random Lindeberg condition and it is defined
in Rychlik (1979).

Proof. Since log(1+ z) =z + R(z), for |z| < 1/2, where |R(x)| < 22% and by

putting C; = % we get:

log( %) = Ci + RCOICI] < 1/2)+ (og(1 + C) — COTCH| > 1/2]

Now we have:

Mn, (t)

1
loeZn, () = —— 3

ON,. i 5
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M, (t) My, (t)

=— > TG+ — > LRG| <1/2]

ON,, im1 Ji ON,, P Uz»

My, (t) 2
1 Ti+1ESi
— L log(1 + Cy) — CHI|Ci| > 1/2
— Y L (log(1+ C) — GG > 1/2)

TN 31 i

Let us denote

1 Ti2 ESZ
An(t) = — Y “EERCHI(C < 1/2)
and

AR(t) = — Z %(log(l + C;) — C)HI[|Ci] > 1/2].

‘We have that:

Mn, (t) o

75, ES;
< i s o i ) | <
B i AN < B gugs 30 R RO < 1/2)

N,
<p Z a5 menine < 172

n =1 ’L

=fZ Z TS RCOITIC < 12Ny = PN, = 5}

1 &L

= LS B T reoal < 1/2)P(N, = 5)

2 T2, ES S —ES;, ,
< = E P{N, =
< ) 2 (Fgg, )L 7}

=11:=1

<.

2 o« z 7'z2+1
v, 2P 2B
" og=1 =1

In order to prove that lim,, . % PRy g N égl =0 lete > 0. Accord-

1+1

ing to (1.2) we can find ng such that >>7° 'p; 35, meir <.

Now, for every n > ng we have:

no—1 J

2
72 Z T2 :% ijzj;
j=1 =1

n

-|- - Z pj Z ZJ;EH

" j=no

i
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2 I 2 s e T e sy
< ] i+ ] i+ 1/2 2 \1/2
- ON. N p] Z ESZ + ON. {Z pJ(Z (ESZ)2) (Z TH_l) }

nog=1 =1 " j=ngo =1 =1
9 Mo 1 J 72 ) 9 00 J 72 ) J
i+ i+ 1/2 2 \1/2

2 R Y )y 3

No 53 i=1 v n o j=ng i=1 v i=1
2 T S d Tz2 1 )

_Z _Z /2
< on bj Z ES, " on ( bj : Z pj ZTz+1
nog=1 i=1 ™ j=ng i=1 j=no
9 Mol I 72
< = il 2
S o 2 ij: ES, + P VEoN, +1,
Jj=1 =1
since we have that:
Np+1 Npt1 Np+1
o =Var( Y X)) =B( Y X’ —(B( ) X))
i=1 i=1 i=1
[e%S) J+1 o) J+1
=2 pBQ_X) Zpa ZEX
j=1 i=1 i=
0o j+1 0o Jj+1 00 Jj+1 _
=D P Z f+Zpa ZEX - QUi Y BX)?
j=1 i=1 i= j=1 =1

oo . .
Z Z ’L2 Z pj ZTinrl‘
j=1 i=1 j=no i=1

Also, (1.1) and (1.3) allow us (see Rychlik, Theorem 2) to use the fact that

2

. T; o
Jim E(lggvn g) =0, (5)
which implies
o2
N;+1 1 6)
TN,

as n — oQ.

Therefore we have:

e )
imow -3, Z <o

=

for arbitrarily € > 0, proving that
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E max |Ay(®)| -0, (7)
as m — oo.
Now, byl the aszsumption (1.2) and the inequality (ES 1)2 < (Elgl)z we have that
Z;; Pj > (ETTP < 0.
According to Theorem 6.7 of Petrov we have that Cy, = W 250.
Therefore I(|C;| > 1/2) = 0 almost surely for sufficiently large ¢ and
1 zHES
E max \AN( )| < TEZ (log(1 + Cs) — C)I[|Ci| > 1/2]
no=1 of
2, ES;
7217; Z +; “(log(1 + C;) — CI[|Ci| > 1/2]
n i=1 K2
Thus
E max |Ay ()| - 0, (8)
as m — oo.
Now it is suffices to show that
My, (t) o t
1 T; d W(l‘)
Y, (t) == — (S, — BS; / 9
w0= 5 3 s ms) <[5 )
in D[0,1] as n — oo.
For fixed € > 0 we define a process
. My, (t)
S;—ES;), e<t<l,
YN, (t)=q 7 i:M}\%:(s)-‘rl 12 B )
0, 0<t<e
We have:
1 M () 2
< H—l
B e, Vo () = Yol S B 3, =518 = B

00 My (€) My (€)

“on X omEY TseEsis o Y

g
N my (€)= Nn my,(e)=1 i=1
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My, (¢) 72 My, () 72
—E § : Tin _ IMw, @ M0t L g § T (o)
ON, OMn, () OMny, (e)+1
According to (1.3) we have that
2
T P
Mt T, (11)
o -0
Np+1 Nn
since
2 Nn+1 2 Nn 2
TNn+1 i Ti 2T
2 2 = 2 2
ON,+1 9N, ON,+1 9N,
2
UNn+1 Ny +1 2 INn Nn 2
o, il T T @t i P
_ +1 Nn 1
N 02 — 03 '
Np+1 Ny,
1+1 _
Let us put Xy, = E21 L o and Yy, = on, 41
We have according to (1.11):
B(Zat)  B(Zat)(ox, 41 +ow,)
XNy = XNu—1 _ oNpt1) _ \ongy1/\ONntl Nn .9
= = 2 2 '
YN, =YN,-1  ON,+1- 0N, N, +1 ~ ON,

Now applying Stolz theorem to sequences of real numbers Xy, and Yy, we have
that:

My, (¢) 72

- - E 7.+1 (12)
TR D
as n — oo. 2
Also we have, by the definition of the function My, () that: 7"(“ <e.
N
Finally we have from (1.10), (1.12) and the above remark that:
limsup E IE&X [Yn, (t) — YN, (t)] < 2/c. (13)
n—oo
Now we shall prove that
t My, () 2,
WN (.I‘) 1
N e =
/ Tdr = —— > 2 L(S; — ES;) + By, (1) (14)
" i=Mp,, (g)+1 i
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p My, (t) <
where By, (1) — 0 in D[0,1], as n — oo and Wy, (1) = > %
k:l n
We have:
2
. (TMN’!?. (e)+1 MNn t) 1+1
%1% o2 1% 2 W
/ Na (@) / % N () g / Wn, (@)
€ z € r i=Mn,, s)+1
U%INn(t)+1
7/ “Np, Ny (1') dﬂf
p x
2 Mn,, (t
_ Sy, ©) = BSiy, @) Thiy, @41 i:() Si— BESy 0in
= 2 2
ON, ey, =M ()41 ON, o;
_SMNn,(t) — ESumy, ) lo J?VINn(t)Jrl
OnN, S tchQVn
Let us denote:
S ~ ES o5
BN _ Mn,, Mn, (g) log JVIan(s)—i-l 7
UNn e’:‘O’Nn
My, (t) 2
Sl' ESl 0,41
YNn,e (t) o lo H_Q_
i=My, ()41 g
and )
S — ES o
Bl = Mn,, (1) Mn,, (1) log MNn2(t)+1
" ON,, tO’Nn
For t € (0,1) we have
o3 E(r} ) 1E 2
1< MNHZ(t)H <14 MN; (t)+1 <141 (HlaX1§1;§Nn+1 ) (15)
loy, loy, t o,
and according to (1.5) we have that
E|By | — 0. (16)
as n — 00.
Also, for ¢ € (¢,1) and for fixed § > 0 we have:
1 S - ES
P(max |BY wl=6 <Pl maX1<k§N 1T x| My, (t) MNn(t)‘ > 5)
e<t<1 € o, e<t<1 ON,
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Sy, — ES 1 . 2
< Var(2hn No ) (BN T 5 52,0 asn— o0, (17)
oN, €242 o,

by the Kolmogorov inequality and (1.5).
Since “i5: — 0 we can find iy such that for i > iy we have “’1 < 1/2. So, if we

take sufﬁ(:lently large N,, ( such that P(My, 1 > 1i9) = 1) we obtam.

1 J?—i—TiQ Ti2
E max Yy, (t) = Yy, ()] < 7EZ (Si — ES;)(log(——") — —5+)

; 2
e<t<1 " ON, ‘= o; o;
J 2 2 2
1 & o; +7; T
+1 i+1
< — E Dj E E|S; — ES;|[log( )~ —5
ON, % . g; g;
N,

(18)

1 - ! Ji2+7_i21 Tit1
SKZPjZE‘Si_ESA“Og( o2 ) - + |<7

7 1 j=1

4

Let us put : Xy, EZN" % and Yy, = on, 1. Similarly as in (1.11) we

conclude that : ' s

(o)
o3,

XN, — XN, -1

YN, = YN,-1  ON,4+1—ON,

E(%)(UNTLH +on,)
— Nn —0.

= 2 )
IN,+1 ~ 9N,

Again applying Stolz theorem to sequences of real numbers Xy, and Yy, we have
that:

B max Vi, (1) ~ Vi, (0] =0, a5 n— oo, (19)
e<t m

Now (1.14) follows from (1.16), (1.17) and (1.19).

Finally, for a fixed € > 0 define mapping:

% <<,
(o ={ | i

By continuity of the mapping H.(.) on D[0,1] we get:
d
YN, () — He(W)(t)

in D[0,1] as n — oo. Further proof can be lead similarly as in Li-Xin Zhang.
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