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Abstract. In this paper, we introduce g-approximative multivalued mappings. Based on this definition,
we gave some new definitions. Further, common fixed point results for g-approximative multivalued
mappings satisfying generalized contractive conditions are obtained in the setup of ordered metric spaces.
Our results generalize Theorems 2.6-2.9 given in ([1]).

1. Introduction and preliminaries

Contractive conditions play an important role in proving the existence of fixed points of single as well
as multivalued mappings. One of the simplest and most useful results in the fixed point theory is the
Banach-Caccioppoli contraction mapping principle [2]. This principle has been generalized in different
directions in different spaces by mathematicians over the years. In 1968 Kannan [3] proved a fixed point
theorem for a map satisfying a contractive condition that did not require continuity at each point (see, e.g.,
[4] for a listing and comparison of many of these definitions). The concept of weak contractions in Hilbert
spaces was defined by Alber and Guerre-Delabriere [5] in 1997. Weak inequalities of the above type have
been used to establish fixed point results in a number of subsequent works, some of which are noted in [6].

The study of fixed points for multivalued contraction mappings using the Hausdorff metric was initiated
by Nadler [7]. After this, fixed point theory has been developed further and applied to many disciplines
to solve functional equations. Banach contraction principle has been extended in different directions either
by using generalized contractions for multivalued mappings and hybrid pairs of single and multivalued
mappings, or by using more general spaces. Dhage [8, 9] established hybrid fixed point theorems and
obtained some applications of presented results. Hong and Shen [10] proved common fixed point results
for generalized contractive multivalued operators in complete metric space. Also the monotone iterative
technique is associated with several nonlinear problem [11]. This technique is also employed to prove the
existence of fixed points for multivalued monotone operators (see, for example [12]). In [12], the problem
of existence and approximation of coupled fixed points for mixed monotone multivalued operators were
studied in ordered Banach spaces under the assumption that operators satisfy the condensing condition
and upper demicontinuity.

Hong introduced the concepts of approximative values, comparable approximative values upper and
lower comparable approximative values in [1]. These definition are very useful tool for proving existence
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of fixed point of multivalued operator in ordered metric space. Motivated by the work of [1], for a
self map g on a ordered metric space, we introduce g-approximative multivalued mappings and obtain
coincidence and common fixed point results for a hybrid pair of multivalued and single valued mappings.
Concepts of g-comparable approximative, g-upper comparable approximative and g-lower comparable
approximative multivalued mappings are introduced. Employing these definitions, common fixed point
results for generalized contractive multivalued mappings in the framework of ordered metric spaces are
obtained. Consequently, Theorem 2.6- 2.9 in ([1]) are generalized.

Let (X, d) be a metric space. For x € X and A C X, we denote d(x, A) = inf{d(x, A) : y € A}. The class of all
nonempty bounded and closed subsets of X is denoted by CB(X). Let H be the Hausdorff metric induced
by the metric d on X, that is,

X€A yeB

H(A, B) = max {sup d(x, B), sup d(y, A)} ,

for every A, B € CB(X).

Definition 1.1. Let X be a nonempty set. Then (X, <, d) is called an ordered metric space iff:
(i) dis ametric on X and (ii) < is a partial order on X.

Definition 1.2.  Let X be an ordered metric space. A mapping g : X — X is said to be (i) weakly L—
idempotent if gx < g*x for x in X (ii) weakly R— idempotent if g>x < gx for x in X. For example, a mapping
g:10,1] - [0,1] given by g(x) = x? is weakly R— idempotent.

Definition 1.3. An ordered metric space is said to have a subsequential limit comparison property
if for every nondecreasing sequence (nonincreasing sequence) {x,} in X such that x, — x, there exists a
subsequence {x,,} of {x,} with x,, <x (x < x,,) respectively.

Definition 1.4. An ordered metric space is said to have a sequential limit comparison property if for every
nondecreasing sequence (nonincreasing sequence) {x,} in X such that x, — x implies that x, < x (x < x,)
respectively.

Let X be any nonempty set endowed with a partial order < and let g : X — X be a given mapping. We
define the set A; C X X X by

Ay ={(x,y) € Xx X :gx < gy}

Note that for each x € X, one has (x, x) € A,.
Example 1.5. Let X = {0, 1,2} be endowed with usual order < and g be a self map on X defined as g0 = 0,
gl =2and g2 = 1. Then the subset A, of X x X'is A, = {(0,0),(0,1),(0,2),(1,1),(2,1),(2,2)}.

Definition 1.6. Let X be a metric space and g : X — X. A subset Y of X is said to be g-approximative for
some x in X if Y C g(X) and the set

AL (g()) = {y € Y - d(g(x), y) = d(Y, g(x))}
is nonempty.

Definition 1.7. Let X be a partially ordered set. A mapping F : X — 2% (collection of all nonempty subsets
of X) is said to be:

(i) g-approximative multivalued mapping (in short g- AV multivalued mapping), if Fx is g-approximative
for each x € X, That is, Agx(g(x)) is nonempty for each x in X.
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(ii) g-CAV multivalued mapping (g- comparable approximative multivalued mapping) if F is g-approximative
and for each z € X, there exists g(y) € Alg_.(z)(g(z)) such that gy is comparable to gz.

(iii) g-UCAV(g- upper comparable approximative multivalued mapping) if F is g-approximative and for
each z € X, there exists g(y) € Ag(z) (9(z)) such that g(z) < g(y)

(iv) g-LCAV(g- lower comparable approximative multivalued mapping) if F is g-approximative and for
each z € X, there exists g(y) € Ag(z) (9(z)) such that g(y) < g(z).

If F is a single-valued, then g-UCAV (g-LCAV) means that Fx > gx (Fx < gx) for x € X.

Definition 1.8. Letg: X — Xand T : X — CB(X). A point x in X is said to be: (i) fixed point of g if
g(x) = x : (ii) fixed point of T if x € T(x) (iii) coincidence point of a pair (g, T) if gx € Tx : (iv) common fixed point
of apair (g, T) if x = gx € Tx.

F(g),C(g,T) and F(g, T) denote set of all fixed points of g, set of all coincidence points of the pair (g, T)
and the set of all common fixed points of the pair (g, T), respectively.

Definition 1.9. Let f: X — X, T : X — CB(X), and fTx € CB(X). The pair (f, T) is called (1)commuting
if Tfx = fTx for all x € X (2) weakly compatible [13] if they commute at their coincidence points, that is,
fTx = Tfx whenever x € C(f, T); (3) IT)— commuting at x € X if fTx C Tfx.

Definition 1.10. LetT : X — CB(X). The map f : X — X, is said to be T— weakly commuting at x € X if
f2x € Tfx.

Definition 1.11. The map f : X — X is said to coincidently idempotent with respect to T : X — CB(X) if
f2(x) = f(x) for x in C(f, T). The point x is called point of coincident idempotency.

Now we present an example of hybrid pair {f, T} for which f is T— weakly commuting at some x € C(f, T).
Example 1.12. Let X = [0, co) with usual metric. Define f : X —» X, T : X — CB(X) by

_ 0, 0<sx<1
fx= x+1, 1<x<o

and

_ {x}, 0<x<l1
T"‘{[1,x+2], 1<x<oo °

It can be easily verified that f is T— weakly commuting at x = 0 € C(f, T).
Example 1.13. Let X = R with usual metric. Define f : X —» X, T : X — CB(X) by

-1, x<0
fx= 2

——, O<x
X

and

{x}, x< -1
Tx =2 [x,1], -1<x<1
[1,x], 1<x<o

Here C(f,T) = {-1} and f is coincidently idempotent with respect to T.
Let a € (0, +00]. F denotes the class of mappings f : [0, @) — R which satisfy the following conditions:

(i) f(0) =0and f(t) > 0 foreach t € (0,a),
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(ii) f is continuous,
(iii) f is nondecreasing on [0, @).

A mapping f is said to be sublinear if f(t; + f) < f(t1) + f(t2), whenever ty,t,t1 + £ € (0, a). We define
Fs={f:[0,0) > R: fis sublinear and f € F}.
W denotes the family of mappings ¢ : [0, @) — [0, +00) which satisfy the following conditions:

(@) P(t) <tforeacht e (0,a),
(b) ¢ is nondecreasing and right upper semi-continuous,

(c) Foreacht e (0,a), imy"(t) = 0.
n—oo

By means for the functions f and i given in F and W respectively, a generalized contractive condition
was defined in [9]. Let @ denotes the class of mappings i : [0,a) — [0, +o0) for which ¢ (t) < t and
Yoy Y'(t) < co for each t in (0, @).

Definition 1.14.  For two subset A, B of X, we say A <; B if for each x € X, there exists y € Y such that
x<yand A < Bifeachx € A, y € Bimplies that x < y.

A multivalued mapping F : X — 2% is said to be g-nondecreasing (g-nonincreasing) if gx < gy implies
that Fx <; Fy (Fy <; Fx)forallx, y € X. Fissaid to be g- monotone if F is g-nondecreasing or g-nonincreasing.
Moreover in what follows (X, <) will be a partially ordered set such that there exists a complete metric d on
X. Let D =supf{d(x,y) : x,y € X}.Seta =difd = ccand a > d if d < co.

2. Common fixed point theorems

In this section we obtain common fixed point theorems.
Theorem 2.1.  Suppose that g be a nondecreasing self map on X and F : X — 2% is g-UCAV and the
following holds

FHEX, Fy)) < ¢ (FM,(x, ) (1)
for any (x, y) € A;, where f € F; and i) € ® and
d(gx,F d(gy, F
M,(x,y) = max {d(gx, 9v) dgx, F2), d(gy, Fy), "L+ X001 }

If X has a limit comparison property and g(X) is closed, then F and g have a coincidence point x in X.
Moreover F and g have common fixed point if one of the following conditions holds:

(i) Pair (F, g) is IT— commuting at some x € C(F, g) and lim g"x = u, for some u € X and g is continuous at u.
n—oo

(ii) Pair (F, g) is IT- commuting at some x € C(F, g) and g*x = gx.

(iii) g is F—- weakly commuting at some C(F, g) and g is coincidently idempotent with respect to T.
(iv) gis continuous at x for some x € C(F, g) for some u € X; lim g"u = x.

(v) g(C(g,F)) is singleton subset of C(g, F).

Proof. Let xg € X. If gxo € Fxp, then the result is proved. If not, then we proceed as follows: As F is
g-UCAV, Fxq C g(X), AZ(XO)(g(xO)) is nonempty so there exists gx; € Fxg with gx; # gxo such that d(gx1, gxo) =
d(Fxo, gxo) for some x; € X and gx; > gxo. Similarly, there exists gx, € Fx; with gx; # gx, such that
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d(gx1, gx2) = d(Fx1, gx1) for some x; € X, and gx, > gx;. We continue to construct a sequence {x,} for which

either gx,_1 € Fx,_; or there exists gx, € Fx,_1 with gx, # gx,—1 and gx, > gx,_1 such that
a(gxn, gxn-1) = d(Fx,-1, gxy-1), forn =1,2,---
for some x, in X. On the other hand,

A(Fxy-1,9xn-1) = sup d(x,Fx,—1) < HFx,-1, Fxy—p),

x€Fx,2
implies that

A(gxn, gxu-1) < H(Fxy-1, Fxy-2),forn =2,3,--- .
Since f is nondecreasing, then we have

fd(gxy, gxn-1)) fH(Fx,-1, Fx,-2))
Y(f(My(xXn-1, Xn-2))),

INIA

in which

Mg(xn—lz Xp-2)
d(Fxp—2, gxn-1) + d(Fx,_1, gx,-2)
2
A(gxn-1, 9xn-1) + A(gXn, JXn—2) }
2

= max d(gxn-1, gxn-2), d(Fxn-1, gxn-1), d(Fxn-2, gxn-2),

= max { d(gxn-1, §Xn-2), A(gXn, gXn-1), A(gXn-1, gXn-2),
= max {d(gx,-1, §Xn-2), A(gXn, gxn-1)} -

If d(gxn-1, gxn) > d(gxn-1, gxn—2), then we have

fd(gxy, gxn-1)) f(H(Fxy-1, Fxy-2))

Y(f (My(xn-1, Xn-2)))

Y(f (max{d(gxn-1, gxn-2), d(gxn-1, gxn)}))
Y(f(@d(gxn, gxn-1)))

fd(gxy, gxn-1)),

a contraction. So we have d(gx,-1, gxn—2) = d(gx,-1, gx»). This yields

fd(gxn, gxn-1)) < Y(f(d(gxn-1, 9xn-2)))-

Repeating this process, we have

AN AN IN N A

f@d(gxn, gxn-1)) < P(f(d(gxn-1, 9Xn-2)))
< PA(f(d(gxn-2, 9Xn-3)))
< "N (f(dgxo, gx1)).

For m,n € IN,n > m, we obtain

n-1
A(gxn, gxm) < Z d(gxi, gxiz1).

i=m

)
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This implies
F@@xn, g20) < F@A(@Xn, 9Xn1) + -+ + A@Xrs1, Tn))
< fAd(gxn, 9%n-1)) + -+ + f(A(GEmi1, 9%n))
< PN (fA(gxo, gx))) + - + (f((gxo, gx1)))
n-1
< le"(f(d(gxw!]xl)))

i=m

On taking limit as 1, m — co and using }. 1" (t) < oo, it follows that {g(x,)} is Cauchy sequence in X. Since
n=1

X is complete and g(X) is closed so we have lim gx,, = gx for some x in X. Now we prove that d(Fx, gx) = 0.

Suppose that this is not true, then d(Fx, gx) > 0. For large enough 1, we claim that the following equation

holds

A(Fx, gxn41) + A(Fxuy1,
My(x, Xp41) (Fx, gxp+1) + d(Fxpp 41 gx)}

max {d(gx, gxn+1), d(Fx, gx), d(Fxy41, gXn+1), >

d(Fx, gx).

Indeed, since lim gx,, = gx and imd(Fx;.+1, gx,4+1) = 0, it follows that
Nn—00 n—o0
lim 2 [d(F, g%,01) + d(Fs1, 9]
o1

< ;}I—I&E [d(Fx, gx) + d(gx, gxn+1) + d(FXn+1, GXns1) + d(gXns1, 93)]

= %d(Fx, gx).
So there exists 119 € IN such that M (x, x,+1) = d(Fx, gx) for every n > ng. Note that

fd(Fx, gxp+2)) < f(H(Fx, Fxy11)) < Y(f(My(x, X441))),

which on taking limit as n — oo gives

fd(Fx, gx)) < (f(d(Fx, gx))) < f(d(Fx, gx)),

a contradiction. So d(Fx, gx) = 0, we have gx € Fx. Suppose now that (i) holds. Then lim g"x = u where

u € X. Since g is continuous at u, so we have that u is fixed points of g. By given assumption, g"x € C(F, g"!)
for all n > 1 and g"x € F(¢"'x). Now we prove that d(Fu,gu) = 0. Suppose that this is not true, then

d(Fu, gu) > 0. Using (1), since f is nondecreasing and sublinear, we obtain,

fld(gu, Fu)) < f(d(gu, g"x)) + f(d(g"x, Fu))
< f(dgu,g"x) + fF(H(F(" %), F(1)))
< fld(gu, g"0) + (fF(My(g" " x, w). (5)
Where

d(Fu, g" d(Fg"1,
My(g" % u) = max{d(g”x,gu),d(Pg"_lx,g”x),d(Fu,gu), AL g“)}

d(Fu, g"x) + d(g"x, gu) }

max {d(g”x, gu),d(g"x, g"x), d(Fu, gu), >

On taking limit as n — oo, we have

Mg(g"_lx, u) = d(Fu, gu)
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which further implies

fld(gu, Fu)) < f(d(gu, g"x)) + P(f(d(Fu, gu)))
< f(d(gu, g"x)) + f(d(Fu, gu))

On taking limit as n — oo,

f(@(gu, Fu)) < f(d(Fu, gu)) (4)

a contradiction, so d(gu, Fu) = 0 and hence gu € Fu. Consequently u = gu € Fu. Hence u is a common fixed
point of F and g. Suppose now that (ii) holds. As x € C(F,g), so g°x € gFx C Fgx. Now gx = g*x € Fgx
implies that that gx is a common fixed point of F and g. Suppose now that (iii) holds. The result is obvious.
Suppose that (iv ) holds. As x € C(g, F) and for some u € X, lim g"u = x. By the continuity of g at x, we get

n—oo

x = gx € Fx. Hence x is common fixed point of F and g. Finally, suppose that (v) holds. Let g(C(F, g)) = {x}.
Then {x} = {gx} = Fx. Hence x is common fixed point of Fand g. [

Similarly, we have following theorem.
Theorem 2.2. Suppose that g be a nondecreasing self map on X and F : X — 2% is g-LCAV and the
following holds

FH(Ex, Fy) < ¢ (FM,(x, )
for any (x, y) € A;, where f € F; and i € ® and

d(gx, Fy) + d(gy, Fx)}

M,(x, y) = max {d(gx, gy),d(gx, Fx),d(gy, Fy), 7

If X has sequential limit comparison property and g(X) is closed, then F and g have a coincidence point x in
X. Moreover F and g have common fixed point if any one of conditions (i)-(v) holds as in Theorem 2.1.
Example 2.3. Let X = {0} U [1, o) with usual metric. Define g: X —» X, F: X — 2X by

_ 0, x=0
gr = x+1, 1<x<o
and

_ {x}, x=0
Fx_{[l,x+2], l<x<oo

We can see that function of F and g are satisfy condition of Theorem 2. It is clear that F is g-UCAV, also
g(X) is closed and X has a property of limit comparison. we can see easly that g is F- weakly commuting
at x = 0. Besides, g is concidently idempotent with respect to F at x = 0. In this case, These functions satisfy

condition of (iii) in Theorem 2.1. Also we can define f(t) = ¢, {(t) = é, then feFsandp e V. Ifx =y =0,
we have gx = gy = 0 and Fx = {x}, Fy = {y}

fH(Fx, Fy) = H(FXIFJ/)=max{sup{d(2,{y})},sup{d({x},t)}}

z€{x} te{y}

max {sup inf d(z, t), sup inf] d(p, k)} =0

2€(0} te{0} pel0) ke{o
d(gx, Fy) + d(gy, Fx)}

max {d(gx, gy),d(gx, Fx), d(gy, Fy), >

2

P(f(My(x, y)))-
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ifx=0,y€[l,00),wehavegx =0,g9y =y+1and Fx = {x}, Fy = [1,y + 2]

f(H(Fx,Fy)) = H(Fx,Fy) = max {supd(z, [1,y+2]), sup d({0}, t)}
z€{0} te[1,y+2]

=1

also since x < y then we have

y—Xx
Mg(x/y) :max{y+11xler} = y+1

So we satisfy contractive condition. Finally, If x, y € [1,00), wehave gx =x+ 1,9y = y+1and Fx = [1,x+2],
Fy =1,y + 2] and we can see easly that the contractive condition is satified. Hence, satisfy all condition of
Theorem 2.1. It is clear that 0 = x = gx € Fx that is, x = 0 is common fixed point of F and g.

Corollary 2.4.  Suppose that g be a nondecreasing self map on X and F: X — X and g : X — X are self
mappings which satisfy

fld(Fx, Fy)) < p(f(My(x, )
for any (x, y) € A;, where f € F;, 1 € ® and

d(Fx, gy) + d(Fy, gx)}
> .

My(x, y) = max {d(gx, gy), d(Ex, gx), d(Fy, gy),
Then F, g have a unique coincidence point x € X. Moreover F and g have unique common fixed point if any
one of conditions (i)-(v) holds as in Theorem 2.1.

Proof. Theorem 2.1 ensures the existence of coincidence point. To prove the uniqueness, let y be another
coincidence point of F and g. If x # y, then d(gx, gy) > 0. Thus,

d(Fx, d(Fy,
M,(x, y) = max {d(gxrgy),d(Fx,gx),d(Fwy)r (P gy ); *y.5 x)} = d(gx, gy)-
This yields
f@gx,gy)) = f(d(Fx,Fy) < p(f(My(x, y)))
= Y(f(d(gx, gv)))
< fl(gx, gv)),

a contradiction, therefore d(gx, gy) = 0. The results follows. [J

Theorem 2.5. Suppose that g be a nondecreasing self map on X and F : X — 2¥ is g-AV and the following
holds

FH(Fx, Fy) < 9 (f(M,(x, )
for any (x, y) € A;, where f € f; and ¢ € ® and

d(gx, Fy) + d(gy, Fx)}
> .

M,(x, y) = max {d(gx, qy),d(gx, Fx),d(gy, Fy),

If g(X) is closed and there exists xo € X such that {gxo} < Fxo, then F and g have a coincidence point x € X.
Further, an iterative sequence {gx,} with gx, € Fx,_1 converges to gx, where x € C(F, g). Moreover F and g
have common fixed point if any one of conditions (i)-(v) holds as in Theorem 2.1.
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Proof. If gxo € Fxp, then the proof is finished. Otherwise, for any gx € Fxy one has gx > gxo. As F has
g-approximative mutlivalued map, for x; € X, there exists gx; € Fxo with gx; > gxo and

d(gxo, gx1) = d(Fxo, gxo).
Similarly, for x, € X, there exists gx, € Fx; with gx, > gx; and
d(gx1, gx2) = d(Fx1, gx1).

We continue the process of constructing a sequence {gx,} such that for x, € X, one obtaines gx,, € Fx,_; with
gXn = gx,—1 such that

d(gx‘rl—l/ gxl’l) = d(Fxn—ll gxn—l) n= 1/ 2/ .
On the other hand, we have

d(Fxu-1,9xp-1) = sup d(x, Fx,-1) < H(Fx,-2, Fxy1),

xeFx,
So,

d(gxn-1,9x,) < H(Fxy—,Fx,—1) forn=2,3,---.
The rest of this proof is the same as that of Theorem 2.1. O

Theorem 2.6. Suppose that g be a nondecreasing self map on X, F : X — 2% is g-CAV and the following
holds

FH(Ex, Fy)) < ¢ (FM,(x, )
for any (x, y) € A;, where f € F; and 1) € ® and

d(gx, Fy) + d(gy, Fx) } '

M,(x, y) = max {d(gx, gy),d(gx, Fx),d(gy, Fy), 5

If X has a subsequential limit comparison property and g(X) is closed, then F and g have coincidence point.
Moreover F and g have common fixed point if any one of conditions (i)-(v) holds as in Theorem 2.1.

Proof. Following similar arguments to those given in Theorem 2, and F is g-CAV, we obtain a sequence {gx,}
whose consecutive terms are comparable, satisfy (2) and (4) and following hold:

gxXn1 € Fx,, limgx, = gx.
n—oo
Since X has subsequential limit comparison property so {gx,} has subsequence {gx,, } whose every term is
comparable to gx. Now we prove gx € Fx. Obviously,

d(gxnk+2/ gxnk+1) + d(gxnm, Fx)
d(gXn 42, §2Xn+1) + sup d(t, Fx)

teFxnk

A(gxp,+2, FX)

INIA

IA

d(gxnk+2/ gxnk+1) + H(Fxnk/Fx)
fork=0,1,2,--- . For € > 0, there exists kg such that

f(d(gxnk+2/ gxnk+1)) <¢
for all k > kg. As

lim f(@(g%,12,9%,1)) = 0.
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Since gx,, is comparable to gx for each k, therefore

f(d(gxnk+2r Px)) < f(d(gx‘flk+2/ gx‘ﬂk*l) + H(Fx,,k, Fx))

< fld(gxne2, 9xn+1)) + f(H(Fxy, Fx))
< P(f(My(xn, X)) + €.
< fMy(xn, X)) + &

Note that f is continuous and I}im d(gxy,, Fx) = d(gx, Fx), we obtain by letting k — oo,

fld(gx, Fx)) < f(d(gx, Fx)) + &.

This implies that d(gx, Fx) = 0, so we have gx € Fx. By the similar arguments in Theorem 2, we can show
the existence of a common fixed point. [
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