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Abstract. We give a survey of the recent results concerning the fundamental topological properties of
spaces of stronly summable and convergent sequences, their β– and continuous duals, and the charac-
terizations of classes of linear operators between them. Furthermore we demonstrate how the Hausdorff
measure of noncompactness can be used in the characterization of classes of compact operators between
the spaces of strongly summable and bounded sequences.

To the memory of Professor Lj. Ćirić (1935–2016)

1. Introduction

The notions of strong summability and convergence play an important role in both classical and modern
summability theory and the study of sequence spaces.

The most popular method of summability is that of the arithmetic means, also referred to as the C1
method, the Cesàro method of order 1. A sequence x = (xk)∞k=0 of complex numbers is said to be summable
C1 if there exists ξ ∈ C such that the sequence σ(x) = (σn(x))∞n=0 of its arithmetic means

σn(x) =
1

n + 1

n∑
k=0

xk (n = 0, 1, . . . ) converges to ξ as n→∞;

this is denoted by limC1 x = ξ or xk → ξ(C1) (k → ∞). It is well known that every convergent sequence
is summable C1 to the same limit, but C1 summability of a sequence does not imply its convergence, in
general, as the simple example of the sequence ((−1)k)∞k=0 shows. According to Hyslop [28], the notion of
strong C1 summability [C1] was first introduced and applied in the theory of Fourier series by Fekete [23];
a sequence x = (xk)∞k=0 of complex numbers is said to be strongly summable C1, if there exists ξ ∈ C such
that the sequence σ(|x − ξe|) = (σn|x − ξe|)∞n=0 converges to 0 as n→∞, where e = (1, 1, . . . ) and

σn(|x − ξe|) =
1

n + 1

n∑
k=0

|xk − ξ| (n = 0, 1, . . . ) ;
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this is denoted by lim[C1] x = ξ or x→ ξ([C1]). It is clear that lim[C1] x = ξ implies limC1 = ξ, but summability
C1 does not imply summability [C1], as the simple example of the sequence x = (xk)∞k=0 with x0 = 0 and
xk = ν(−1)k (2ν ≤ k ≤ 2ν+1

−1; ν = 0, 1, . . . ) shows. Also clearly lim x = ξ implies lim[C1] = ξ, but summability
[C1] does not imply convergence, as the simple example of the sequence x = (xk)∞k=0 with xk = ν (k = 2ν) and
xk = 0 (k , 2ν) for ν = 0, 1, . . . ) shows. Therefore, writing c, cC1 and c[C1] for the sets of all complex sequences
that are convergent, summable C1 and [C1], respectively, we have c ( c[C1] ( cC1 .

Hyslop [28] generalized the notion of summability [C1] to that of strong summablity [Cα]p of order α > 0
and index p > 0 as follows. (The special case of p = 1 was studied by Winn [67].) Let Aα

n =
(n+α

n
)

and σαn(x)
(n = 0, 1, . . . ) denote the well–known nth Cesàro coefficient of order α > −1, and

σαn(x) =
1

Aα
n

n∑
k=0

Aα−1
n−k xk

be the nth Cesàro transform of order α of the sequence x = (xk)∞k=0. (We note σ(1)(x) = σ(x).) Then the
sequence x is said to be strongly summable [Cα]p if there exists ξ ∈ C such that

σn

(∣∣∣σα−1(x) − ξe
∣∣∣p) =

1
n + 1

n∑
k=0

∣∣∣σα−1
k (x) − ξ

∣∣∣p → 0 as n→∞; (1)

summability [Cα]p is also denoted by [C1,Cα−1]p. Obviously summability [Cα]p reduces to summability [C1]
for α = p = 1.

Following [28, Theorem 3], Hyslop extended the notion of summability [Cα]p to α = 0 as follows. A
sequence x = (xk)∞k=0 is said to be summable [C0]p, or strongly summable with index p > 0, if x ∈ c and

lim
n→∞

n∑
k=0

kp
|xk − xk−1|

p = 0. (2)

It was also noted there that the condition in (2) for p = 1 does not itself imply convergence, since the
sequence x = (xk)∞k=0 with x0 = x1 = 0 and xk =

∑k
j=2( j log j)−1 is not convergent, but satisfies the condition in

(2) for p = 1.
Borwein [9] gave a different definition of strong convergence [H0]p saying that a sequnece x = (xk)∞k=0 is

strongly convergent [H0]p if there exists ξ ∈ C such that

lim
n→∞

σn

(∣∣∣∣∆ (
(kxk)∞k=0

)
− ξe

∣∣∣∣p) = lim
n→∞

1
n + 1

n∑
k=0

∣∣∣∆k((kxk)∞k=0) − ξ
∣∣∣p = 0, (3)

where ∆ky = yk−yk−1 (k = 0, 1, . . . ) for each sequence y = (yk)∞k=0; throughout we use the convention that each
term with a negative subscript is equal to zero. Borwein [9, Theorem 8] showed that his strong convergence
[H0]p is equivalent to Hyslop’s strong convergence [C0]p for p ≥ 1. Kuttner and Thorpe showed that the
equivalence of the two notions does not hold for 0 < p < 1, more precisely ([39, Proposition 1]), if 0 < p < 1
then x → ξ[C0]p implies x → ξ[H0]p, but the converse implication is not true, in general. They used the
notation [c]p (0 < p < ∞) for the set of all sequenecs that are strongly convergent [H0]p. It was shown in [28,
Theorem 4] that strong convergence [C0]p implies strong summability [Cα]p for all p ≥ 1 and all α > 0.

Mòricz [59], generalized Borwein’s definition of strong convergence [H0]p for p = 1 to that of Λ–strong
convergence by replacing the terms 1/(n + 1) and ∆k((kxk)∞k=0) by λn and ∆k((λkxk)∞k=0), where Λ = (λk)∞k=0 is
an increasing sequence of positive reals tending to infinity.

There are a great number of papers that study inclusion theorems for the various notions of summability
and convergence and their generalizations for different parameters, for instance, [9, 24–26, 28, 37]. We will
not follow this further.

In this paper, we give a survey of the most important results concerning the basic topological properties of
the spaces of strongly summable and bounded sequences and strongly convergent and bounded sequences
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defined above, their dual spaces, the characterizations of various classes of matrix transformations between
them, estimates for the Hausdorff measure of noncompactness of bounded sets, and the characterizations
of some classes of compact linear operators between them.

2. Notations and Preliminary Results

First we recall a few standard notations.
Let (X, d) be a metric space. We denote by

BX(x0, r) = {x ∈ X : d(x, x0) < r}, BX(x0, r) = {x ∈ X : d(x, x0) ≤ r} and SX(x0, r) = {x ∈ X : d(x, x0) = r}

the open and closed balls, and the sphere of radius r > 0 and centre in x0 ∈ X, respectively. We write
BX = BX(0, 1), BX = BX(0, 1) and SX = SX(0, 1), for short. A sequence (bn)∞n=0 in a complex (real) linear metric
space X is called a Schauder basis, if, for every x ∈ X, there exists a unique sequence (λn)∞n=0 of scalars such
that x =

∑
∞

n=0 λnbn.
Let X and Y be normed spaces, thenB(X,Y) denotes the space of all bounded linear operators L : X→ Y

which is a normed space with the operator norm defined by ‖L‖ = sup{‖L(x)‖ : x ∈ SX} for all L ∈ B(X,Y),
and a Banach space if Y is a Banach space; we writeB(X) = B(X,X), for short. Also X∗ = B(X,C) denotes the
Banach space of all continuous linear functionals with the norm ‖ f ‖ = sup{| f (x)| : x ∈ SX} for all f ∈ B(X,C).

Let ω be the set of all complex sequences x = (xk)∞k=0, and `∞, c, c0 and φ, denote the sets of all bounded,
convergent, null and finite sequences, respectively; we also write `p = {x ∈ ω :

∑
∞

k=0|xk|
p < ∞} for 1 ≤ p < ∞,

and bs and cs for the sets of all bounded and convergent series. It is well known that ω is a complete linear
metric space with its metric d defined by

d(x, y) =

∞∑
k=0

1
2k
·
|xk − yk|

1 + |xk − yk|
for all x = (xk)∞k=0, y = (yk)∞k=0 ∈ ω,

the so–called Fréchet combination of its coordinates, and that convergence in ω is equivalent to coordi-
natewise convergence. Also `∞, c, c0, `p, bs and cs are Banach spaces with their natural norms defined by
‖x‖∞ = supk |xk| for `∞, c0 and c, ‖x‖p = (

∑
∞

k=0|xk|
p)1/p for `p, and ‖x‖bs = supn |

∑n
k=0 xk| for bs and cs.

Let e and e(n) (n = 0, 1, . . . ) be the sequences with ek = 1 for all k, and e(n)
n = 1 and e(n)

k = 0 (k , n).
For any subset X of ω, the set Xβ = {a ∈ ω : a · x = (akxk)∞k=0 ∈ cs} is called the β–dual of X.
Let A = (ank)∞n,k=0 be an infinite matrix of complex numbers, X and Y be subsets of ω and x ∈ ω. We

write An = (ank)∞k=0 for the sequence in the n–th row of A, Anx =
∑
∞

k=0ankxk, Ax = (Anx)∞n=0 (provided all the
series Anx converge), and XA = {x ∈ ω : Ax ∈ X} for the matrix domain of A in X. Also (X,Y) is the class of all
matrices A such that X ⊂ YA; so A ∈ (X,Y) if and only if An ∈ Xβ for all n and Ax ∈ Y for all x ∈ X.

An infinite matrix T = (tnk)∞n,k=0 is said to be a triangle, if tnk = 0 for k > n and tnn , 0 (n = 0, 1, . . . ).
A Fréchet sequence space, that is, a complete linear (locally convex) metric space (X, dX) is said to be an

FKspace if its metric dX is stronger than the metric d|X ofω on X. Thus an FK space is a Fréchet sequence space
with continuous coordinates Pn : X→ C defined by Pn(x) = xn (n = 0, 1, . . . ) for all x = (xk)∞k=0 ∈ X. A BK space
is an FK space which is a Banach space. An FK or BK space X ⊃ φ is said to have AK if x[m] =

∑m
k=0 xke(k)

→ x
(m→∞) for every sequence x = (xk)∞k=0 ∈ X; x[m] is called the m–section of the sequence x = (xk)∞k=0.

The following results are known.

Proposition 2.1. (a) Let (X, dX) be a Fréchet space, (Y, dY) be an FK space, f : X→ Y be a linear map and d|Y denote
the restriction of d on Y. Then f : (X, dX)→ (Y, d|Y) is continuous if and only if f : (X, dX)→ (Y, dY) is continuous
([66, Theorem 4.2.2] or [54, Theorem 1.14]); in particular, f is continuous if and only if each map Pn ◦ f : X→ C
(n ∈N) is continuous.
(b) Let X and Y be FK spaces and X ⊂ Y. Then the metric dX on X is stronger than the metric dY|X of Y on X. The
metrics are equivalent if and only if X is a closed subspace of Y. In particular, the metric of an FK space is unique,
this means there is at most one way to make a linear subspace of ω into an FK space ([66, Theorem 4.2.4] or [54,
Theorem 1.21]).
(c) Any matrix map between FK spaces is continuous ([66, Theorem 4.2.8] or [54, Theorem 1.17]).
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The following useful result holds for bounded linear operators between BK spaces; the first part is a
rephrasing of Proposition 2.1 (c).

Proposition 2.2. Let X and Y be BK spaces.
(a) Then we have (X,Y) ⊂ B(X,Y), that is, every A ∈ (X,Y) defines a linear operator LA ∈ B(X,Y), where LA(x) = Ax
(x ∈ X).
(b) If X has AK then we have B(X,Y) ⊂ (X,Y), that is, every L ∈ B(X,Y) is given by a matrix A ∈ (X,Y) such that
Ax = L(x) for all x ∈ X ([34, Theorem 1.9]).

We list a few useful known facts.

Example 2.3. (a) The space ω is an FK space with its natural metric d; `∞, c, c0, `p (1 ≤ p < ∞), bs and cs are BK
spaces with their natural norms; c is a closed subspace of `∞, c0 is a closed subspace of c, and cs is a closed subspace of
bs; if 1 ≤ p < p′ ≤ ∞, then the BK norm on `p is strictly stronger than that of `p′ on `p.
(b) The spaces ω, c0, `p (1 ≤ p < ∞) and cs have AK; every sequence x = (xk)∞k=0 ∈ c has a unique representation

x = ξe +

∞∑
k=0

(xk − ξ)e(k), where ξ = limk→∞ xk;

the spaces `∞ and bs have no Schauder basis.
(c) The set φ has no Féchet topology ([66, 4.0.5]).

We refer the interested reader to the monographs [8, 12, 22, 60, 68] for the theory of summability
methods, to [8, 14, 35, 62, 66, 68] and the survey article [64] for the theory of sequence spaces and matrix
transformations, and [54, 65, 66] for the theory of FK and BK spaces and its applications. Many more
references can be found in the mentioned monographs and survey article.

3. The Spaces of [C1]p Summable and Bounded Sequences

Here we study the sets of sequences that are strongly summable [C1]p or strongly bounded [C1]p for
p ≥ 1.

Throughout the remainder of the paper, let 1 ≤ p < ∞ unless explicitly stated otherwise, and q denote
the conjugate number of p, that is, q = ∞ for p = 1 and q = p/(p − 1) for 1 < p < ∞.

Following Maddox [40], we use the notation wp for the set of all complex sequences that are strongly
summable [C1]p. We also define the sets

wp
0 =

{
x ∈ ω : lim

n→∞
σn(|x|p) = 0

}
and wp

∞ =

{
x ∈ ω : sup

n
σn(|x|p) = 0

}
of all complex sequences that are strongly summable [C1]p to zero and strongly bounded [C1]p; if p = 1,
then we omit the index p, that is, we write w0 = w1

0, w = w1 and w∞ = w1
∞, for short. We observe that

wp = wp
0 ⊕ e = {x ∈ ω : x − ξe ∈ wp

0 for some ξ ∈ C}. If x ∈ wp, then the unique complex number ξ for which
x − ξe ∈ wp

0 is referred to as the strong C1 limit of index p or the wp limit of the sequence x. Furthermore, we
obviously have wp

0 ⊂ wp
⊂ wp

∞ and an application of Hölder’s inequality yields wp
0 ⊃ wp′

0 , wp
⊃ wp′ and

wp
∞ ⊃ wp′

∞ for 1 ≤ p ≤ p′.
We denote the dyadic blocks by I0 = {0, 1} and Iν = {k ∈ N : 2ν ≤ k ≤ 2ν+1

− 1} for ν = 1, 2, . . . , and write∑
ν =

∑
k∈Iν and maxν = maxk∈Iν for ν = 0, 1, . . . .

The basic topological properties are stated in the following result; they are analogous to the correspond-
ing ones for c0, c and `∞ stated in Example 2.3 (a) and (b).
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Theorem 3.1. ([40], [54, Proposition 3.44]) Let 1 ≤ p < ∞. Then wp
0, wp and wp

∞ are BK spaces with respect to the
(equivalent) block and sectional norms ‖ · ‖b and ‖ · ‖s defined by

‖x‖b = sup
ν∈N0

( 1
2ν

∑
ν|xk|

p
)1/p

and ‖x‖s = sup
n∈N0

 1
n + 1

n∑
k=0

|xk|
p


1/p

;

wp
0 is a closed subspace of wp and wp is a closed subspace of wp

∞; wp
0 has AK and every sequence x = (xk)∞k=0 ∈ wp has

a unique representation

x = ξe +

∞∑
k=0

(xk − ξ)e(k), where ξ is the wp limit of x;

finally, wp
∞ has no Schauder basis.

From now on, we will always assume that wp
0, wp and wp

∞ are endowed with the block norm ‖ · ‖wp
∞

= ‖ · ‖b
unless explicitly stated otherwise.

Next we give the β–duals of wp
0, wp and wp

∞, and the continuous duals of wp
0 and wp. We put

Mp =
{
a ∈ ω : ‖a‖Mp < ∞

}
, where ‖a‖Mp =


∞∑
ν=0

2ν ·maxν|ak| (p = 1)
∞∑
ν=0

2ν/p (
∑
ν|ak|

q)1/q (1 < p < ∞).

Furthermore, given any a ∈ ω and any normed sequence space X, we write

‖a‖∗X = sup


∣∣∣∣∣∣∣
∞∑

k=0

akxk

∣∣∣∣∣∣∣ : x ∈ SX


provided the expression on the right hand side is defined and finite which is the case whenever X is a BK
space and a ∈ Xβ ([66, Theorem 7.2.9]).

Theorem 3.2. ([40], [54, Proposition 3.47] for (a)–(d)) We have

(a) (wp
0)β = (wp)β = (wp

∞)β =Mp; (b) (wp
0)∗ is norm isomorphic to (Mp, ‖ · ‖Mp );

(c) f ∈ (wp)∗ if and only if there exist b ∈ C and a sequence a = (ak)∞k=0 ∈ Mp such that

f (x) = ξb +

∞∑
k=0

akxk for all x ∈ wp, where ξ is the wp limit of x, a = ( f (e(n)))∞n=1 and b = f (e) −
∞∑

n=1

an;

moreover ‖ f ‖ = |b| + ‖a‖Mp for all f ∈ (wp)∗;

(d) ‖a‖∗
wp
∞

= ‖a‖Mp for all a ∈ (wp
∞)β; (e) (Mp, ‖ · ‖Mp ) is a BK space with AK ([56, Theorem 5.7]);

(f) wp
∞ is β–perfect, that is, (wp

∞)ββ = ((wp
∞)β)β = (Mp)β = wp

∞, and the continuous dual (Mp)∗ ofMp is norm
isomorphic to wp

∞ ([56, Theorem 5.8]).

First we give the characterizations of the classes (X,Y) for X = wp
0,w

p,wp
∞ and Y = `∞, c0, c, `1,w0,w,w∞

in the known cases. We assume that the spaces w0, w and w∞ are endowed with the sectional norm ‖ · ‖s.
Let A = (ank)∞n,k=0 be an infinite matrix, m ∈ N0 and Nm be a subset of the set {0, 1, . . . ,m}. Then we write
maxNm for the maximum taken over all subsets Nm ⊂ {0, 1, . . . ,m} and SNm for the matrix with the rows

SNm
m (A) =

1
m + 1

∑
n∈Nm

An.
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Theorem 3.3. ([7, Theorem 2.4] for 1.–7.; 8. follows from [33, Theorem 4.4 3.] and Theorem 3.2 (a) and (d);
[2, Proposition 1] for 9. –13.) The necessary and sufficient conditions for of A ∈ (X,Y) when X = wp

0,w
p,wp

∞ and
Y = `∞, c0, c, `1 can be read from the following table

From
To

wp
∞ wp

0 wp

`∞ 1. 1. 1.
c0 2. 3. 4.
c 5. 6. 7.
`1 8. 8. 8.
w∞ 9. 9. 9.
w0 unknown 10. 11.
w unknown 12. 13.

where

1. [3.3](1.1) ‖A‖(wp
∞,∞) = sup

n
‖An‖Mp < ∞ 2. [3.3](2.1) lim

n→∞
‖An‖Mp = 0

3. [3.3](1.1) and [3.3](3.1), where [3.3](3.1) lim
n→∞

ank = 0 for all k

4. [3.3](1.1), [3.3](3.1) and [3.3](4.1), where [3.3](4.1) lim
n→∞

∞∑
k=0

ank = 0

5. [3.3](5.1), [3.3](5.2) and [3.3](5.3), where
[3.3](5.1) αk = lim

n→∞
ank exists for all k

[3.3](5.2) (αk)∞k=0,An ∈ Mp for all n
[3.3](5.3) lim

n→∞
‖An − (αk)∞k=0‖Mp = 0

6. [3.3](1.1) and [3.3](5.1)

7. [3.3](1.1), [3.3](5.1) and [3.3](7.1), where [3.3](7.1) α = lim
n→∞

∞∑
k=0

ank exists

8. [3.3](8.1) ‖A‖(wp
∞,1) = sup

N ⊂N0
N finite

∥∥∥∥∥∥∥∑n∈N An

∥∥∥∥∥∥∥
Mp

< ∞.

9. [3.3](9.1) ‖A‖(wp
∞,w∞) = sup

m

 1
m + 1

maxNm

∥∥∥∥∥∥∥∑
n∈Nm

An

∥∥∥∥∥∥∥
Mp

 < ∞
10. [3.3](9.1) and [3.3](10.1), where [3.3](10.1) lim

m→∞

1
m + 1

m∑
n=0

|ank| = 0 for each k

11. [3.3](9.1), [3.3](10.1) and [3.3](11.1), where [3.3](11.1) lim
m→∞

1
m + 1

m∑
n=0

∣∣∣∣∣∣∣
∞∑

k=0

ank

∣∣∣∣∣∣∣ = 0

12. [3.3](9.1) and [3.3](12.1), where

[3.3](12.1) for each k there is αk ∈ C such that lim
m→∞

1
m + 1

m∑
n=0

|ank − αk| = 0

13. [3.3](9.1), [3.3](12.1) and [3.3](13.1), where

[3.3](13.1) lim
m→∞

1
m + 1

m∑
n=0

∣∣∣∣∣∣∣
∞∑

k=0

ank − α

∣∣∣∣∣∣∣ = 0 for some α ∈ C.
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Furthermore, if A ∈ (X, `1), then ‖A‖(wp
∞,1) ≤ ‖LA‖ ≤ 4 · ‖A‖(wp

∞,1), and if A ∈ (X,Y) in 1.–7., then ‖LA‖ = ‖A‖(wp
∞,∞).

Also, if A ∈ (X,Y) in 9.–13., then ‖A‖(wp
∞,w∞) ≤ ‖LA‖ ≤ 4 · ‖A‖(wp

∞,w∞).
We remark that the conditions for A ∈ (wp

∞, c0) and A ∈ (wp
∞, c) can be replaced by the conditions [3.3](2.1′) and

[3.3](3.1) in 2. and [3.3](2.1′) and [3.3](5.1) in 5., where [3.3](2.1′) ‖An‖Mp converges uniformly in n.

Now we state the dual result of Theorem 3.2 1–8. Again, we assume that the spaces w0, w and w∞ are
endowed with the sectional norm ‖ · ‖s.

Theorem 3.4. ([17, Theorem 2.5]) We write

‖A‖(p,w∞) = sup
m

(
maxNm

∥∥∥SNm
m (A)

∥∥∥
q

)
=


sup

m

(
maxNm

(
sup

k

∣∣∣∣∣∣ 1
m + 1

∑
n∈Nm

ank

∣∣∣∣∣∣
))

(p = 1)

sup
m

maxNm

(
∞∑

k=0

∣∣∣∣∣∣ 1
m + 1

∑
n∈Nm

ank

∣∣∣∣∣∣q
)1/q (1 < p ≤ ∞).

The necessary and sufficient conditions for A ∈ (X,Y) when X ∈ {`p, `∞, c0, c} and Y ∈ {w0,w,w∞} can be read from
the following table

From
To

`p
(1 ≤ p < ∞) `∞ c0 c

w∞ 1. 2. 2. 2.
w0 3. 4. 5. 6.
w 7. 8. 9. 10.

where

1. [3.4](1.1) ‖A‖(p,w∞) < ∞ 2. [3.4](2.1) ‖A‖(∞,w∞) < ∞ 3. [3.4](2.1) and [3.3](10.1)

4. [3.4](4.1) lim
m→∞

maxNm

 1
m + 1

∞∑
k=0

∣∣∣∣∣∣∣∑n∈Nm

ank

∣∣∣∣∣∣∣

 = 0 5. [3.4](2.1) and [3.3](10.1)

6. [3.4](2.1), [3.3](10.1) and [3.3](11.1) 7. [3.4](1.1) and [3.3](12.1)

8. [3.3](12.1), [3.4](8.2) and [3.4](8.3), where
[3.4](8.2) (αk)∞k=0 ∈ `1 and An ∈ `1 for all n

[3.4](8.3) lim
m→∞

maxNm

 1
m + 1

∞∑
k=0

∣∣∣∣∣∣∣∑n∈Nm

ank − αk

∣∣∣∣∣∣∣

 = 0

9. [3.4](2.1) and [3.3](12.1) 10. [3.4](2.1), [3.3](12.1) and [3.3](13.1).

If A ∈ (X,Y) in the cases above, then we have ([53, Corollary 1, (2.8)]) ‖A‖(p,w∞) ≤ ‖LA‖ ≤ 4 · ‖A‖(p,w∞).

Theorem 3.5. ([18, Theorem 2.5]) Let 1 < p < ∞. We write

‖A‖(Mp,`1) = sup
N ⊂N0
N finite

∥∥∥∥∥∥∥∑n∈N(akn)∞k=0

∥∥∥∥∥∥∥
wp
∞

= sup
N ⊂N0
N finite

sup
ν

 1
2ν

∑
ν

∣∣∣∣∣∣∣∑n∈N akn

∣∣∣∣∣∣∣
p

1/p
and

‖A‖(Mp,`∞) = sup
n

∥∥∥(akn)∞k=0

∥∥∥
wp
∞

= sup
n

[
sup
ν

( 1
2ν

∑
ν |akn|

p
)1/p]

.

Then the necessary and sufficient conditions for A ∈ (X,Y) can be read from the following table:
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From
To `∞ c0 c `1

wp
∞ 1. 1. 1. 2.

wp
0 unknown 3. 4. 5.

wp unknown 6. 7. 8.

where

1. [3.5](1.1) ‖A‖(Mp,`1) < ∞ 2. [3.5](2.1) ‖A‖(Mp,`∞) < ∞

3. [3.5](2.1) and [3.5](3.1), where [3.5](3.1) lim
m→∞

1
m + 1

m∑
n=0

|ank|
p = 0 for each k

4. [3.5](1.1), [3.5](3.1) and [3.5](4.1) where [3.5](4.1) lim
m→∞

1
m + 1

m∑
n=0

∣∣∣∣∣∣∣
∞∑

k=0

ank

∣∣∣∣∣∣∣
p

= 0

5. [3.5](2.1) and [3.5](3.1)

6. [3.5](1.1) and [3.5](6.1) where [3.5](6.1)


for each k there is αk ∈ C such that

lim
m→∞

1
m + 1

m∑
n=0
|ank − αk|

p = 0


7. [3.5](1.1) [3.5](6.1) and [3.5](7.1) where

[3.5](7.1) there exists αk ∈ C such that lim
m→∞

 1
m + 1

m∑
n=0

∣∣∣∣∣∣∣
∞∑

k=0

ank − αk

∣∣∣∣∣∣∣
p = 0

8. [3.5](2.1) and [3.5](6.1).

Furthermore, if A ∈ (`1,Y) then ‖LA‖ = ‖A‖(Mp,`1) and if A ∈ (X,Y) in the remaining known cases above then
‖A‖(Mp,`∞) ≤ ‖LA‖ ≤ 4 · ‖A‖(Mp,`∞).

The reader is also referred to further results on matrix transformations on spaces related to summability
[C1]p in [11, 38, 57], for a study of the Banach algebras (w,w) and (w∞,w∞) and applications to sequence
spaces equations and the solvability of infinite system of linear equations in [42, 43, 48]. A great number of
additional references can be found in those papers.

4. Spaces of Λ–Strongly Convergent and Bounded Sequences

In this section, we study the spaces of Λ–strong null sequences cp
0(Λ), Λ–strongly convergent and bounded

sequences c(Λ) and cp
∞(Λ), of index p for exponentially bounded sequences Λ. It will turn out that the case of

p = 1 is essentially different from that of 1 < p < ∞. Many of the results of this section for p = 1 can be
found in [49].

The spaces cp
0(Λ), cp(Λ) and cp

∞(Λ) were defined and studied for exponentially bounded sequences Λ
in [32, 45, 46, 49, 52, 54] for p = 1, and in [32, 47, 58] for 1 < p < ∞. We remark that the extension of the
spaces c̃p

0(µ), c̃p(µ) and c̃p
0(µ) to the case of 0 < p < 1 was studied in [31]. The concept of exponentially bounded

sequences introduced in [45] plays an important role. A nondecreasing sequence Λ = (λn)∞n=0 of positive
reals is said to be exponentially bounded [45] if there exists an integer m ≥ 2 such that, for each ν ∈ N0, there
is at least one λn in the interval [mν,mν+1). The following result is a useful characterization of exponentially
bounded sequences.

Lemma 4.1. ([45, Lemma 1]) A nondecreasing sequence Λ of positive reals is exponentially bounded if and only if
the following condition holds:
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(I) There are real numbers s and t with 0 < s ≤ t < 1 such that for some subsequence (λn(ν))∞ν=0

s ≤
λn(ν)

λn(ν+1)
≤ t for all ν = 0, 1, . . . .

If Λ is an exponentially bounded sequence, then we can always determine a subsequence (λn(ν))∞ν=0
which satisfies the condition in (I); such a subsequence will be referred to as an associated subsequence.

Throughout, letµ be a nondecreasing sequence of real numbers tending to infinity, Λ be an exponentially
bounded sequence and (λn(ν))∞ν=0 be an associated subsequence. If (n(ν))∞ν=0 with n(0) = 0 is a strictly
increasing sequence of nonnegative integers and I(n(ν)) denotes the set of all integers k with n(ν) ≤ k ≤
n(ν) + 1)− 1, then

∑
I(n(ν)) and maxI(n(ν)) denote the sum and maximum over all k ∈ I(n(ν)). We define the sets

c̃p
0(µ) =

x ∈ ω : lim
n→∞

 1
µp

n

n∑
k=0

∣∣∣∆k(µ · x)
∣∣∣p = 0

 , c̃p
∞(µ) =

x ∈ ω : sup
n

 1
µp

n

n∑
k=0

∣∣∣∆k(µ · x)
∣∣∣p < ∞

 ,
cp

0(Λ) =

x ∈ ω : lim
ν→∞

 1
λp

n(ν+1)

∑
I(n(ν)) |∆k(Λ · x)|p

 = 0

 ,
cp
∞(Λ) =

x ∈ ω : sup
ν

 1
λp

n(ν+1)

∑
I(n(ν)) |∆k(Λ · x)|p

 < ∞
 ,

c̃p(µ) = {x ∈ ω : x− ξ · e ∈ c̃p
0(µ) for some ξ ∈ C}, and cp(Λ) = {x ∈ ω : x− ξ · e ∈ cp

0(Λ) for some ξ ∈ C}. If p = 1,
then we omit the index p, that is, we write c̃0(µ) = c̃1

0(µ) etc., for short.

Remark 4.2. If p = 1 and µn+1 = n + 1, then we obviously have c̃(µ) = [c]1 ([39]).

If x ∈ c̃p(µ) then the number ξ ∈ Cwith x− ξ · e ∈ cp
0(Λ) is called Λ–strong limit (of index p) or cp(Λ) limit of

the sequence x. The cp(Λ) limit of a sequence x ∈ c̃p(µ) is unique ([45, Lemma 2]) for p = 1, and [47, Theorem
2]) for 1 < p < ∞ if and only if lim

n→∞
µn+1/µn > 1.

Our spaces have the following fundamental topological properties similar to those of c0, c and `∞, and
to those of wp

0, wp and wp
∞ in Theorem 3.1.

First we consider the case p = 1.

Theorem 4.3. ([45, Theorem 2] and [49, Theorem 2.2]) Let Λ = (λn)∞n=0 be an exponentially bounded sequence
and (λn(ν))∞ν=0 be an associated subsequence.
Then c0(Λ) = c̃0(Λ), c(Λ) = c̃(Λ) and c∞(Λ) = c̃∞(Λ), and the block and sectional norms ‖ · ‖b and ‖ · ‖s defined by

‖x‖b = sup
ν

1
λn(ν+1)

∑
I(n(ν)) |∆k(Λ · x)| and ‖x‖s = sup

n

1
λn

n∑
k=0

|∆k(Λ · x)|

are equivalent on c∞(Λ), c(Λ) and c∞(Λ), more precisely

‖x‖b ≤ ‖x‖s ≤ K(s, t) · ‖x‖b, where K(s, t) = (s(1 − t))−1 with s, t ∈ (0, 1) from condition (I); (4)

Each of the spaces c0(Λ), c(Λ) and c∞(Λ) is a BK space, c0(Λ) is a closed subspace of c(Λ), c(Λ) is a closed subspace
of c∞(Λ); c0(Λ) has AK and every sequence x = (xk)∞k=1 ∈ c(Λ) has a unique representation

x = ξ · e +

∞∑
k=1

(xk − ξ)e(k) where ξ is the c(Λ) limit;

finally c∞(Λ) has no Schauder basis.
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Now we consider the case 1 < p < ∞.

Theorem 4.4. Let 1 < p < ∞, and Λ = (λn)∞n=0 be an exponentially bounded sequence and (λn(ν))∞ν=0 be an associated
subsequence.
Then cp

0(Λ) = c̃p
0(Λ), cp(Λ) = c̃p(Λ) and cp

∞(Λ) = c̃p
∞(Λ), and the block and sectional norms ‖ · ‖p,b and ‖ · ‖p,s defined

by

‖x‖p,b = sup
ν

 1
λp

n(ν+1)

∑
I(n(ν)) |∆k(Λ · x)|p


1/p

and ‖x‖p,s = sup
n

 1
λp

n

n∑
k=1

|∆k(Λ · x)|p


1/p

are equivalent on cp
∞(Λ), cp(Λ) and cp

∞(Λ). Each of the spaces cp
0(Λ), cp(Λ) and cp

∞(Λ) is a BK space, cp
0(Λ) is a closed

subspace of cp(Λ), cp(Λ) is a closed subspace of cp
∞(Λ). Let (c(k))∞k=0 be the sequence with c(k)

j = 0 for j ≤ k − 1 and

c(k)
j = 1/λ j for j ≥ k (k = 0, 1, . . . ). Then (c(k))∞k=0 is a Schauder basis for cp

0(Λ) ([58, Proposition 2.1 (c)]).

Let c(−1) = (ck(−1))∞k=0 be the sequence with c(−1)
k =

∑k
j=0 1/λ j ( j = 0, 1, . . . ). Then (c(k))∞k=−1 is a Schauder basis for

cp(Λ). ([34, Corollary 2.5])
The space cp

∞(Λ) has no Schauder basis ([34, Remark 2.3] and Theorem 3.1).

Throughout, we will always assume that the spaces cp
0(Λ), cp(Λ) and cp

∞(Λ) have the block norm, unless
explicitly stated otherwise.

Example 4.5. ([49, Example 2.3]) (a) If λn = 2n−1 (n = 0, 1, · · · ), then we may choose the sequence (λn)∞n=0 itself as
an associated subsequence, λn/λn+1 = 1/2 (n = 0, 1, · · · ) and we obtain, for instance,

c0(Λ) =
{
x ∈ ω :

1
λn+1
|λn−1xn−1 − λnxn| → 0 (n→∞)

}
.

(b) Let α > 0, λ0 = λ1 = 1 and λn+1 = nα for n = 1, 2, · · · . Then we may choose (λ2ν )∞ν=0 as an associated subsequence,
λ2ν/λ2ν+1 = 2−α for ν = 0, 1, · · · and we obtain, for instance,

c0(Λ) =

x ∈ ω :
1

(2ν+1)α

2ν+1
−1∑

k=2ν
|λk−1xk−1 − λkxk| → 0 (ν→∞)

 .
If α = 1 then the sets c0(Λ), c(Λ) and c∞(Λ) reduce to the sets [c0]1, [c]1 and [c∞]1 introduced and studied by Hyslop,
Kuttner and Thorpe [28, 39].
(c) Let α > 0, λ0 = λ1 = 1 and λn+1 = (log2 n)α for n ≥ 1. Then we may choose (λ2(2ν ) )∞ν=0 as an associated
subsequence.

Now we give the duals of the sets cp
0(Λ), cp(Λ) and cp

∞(Λ). Again, we consider the the case p = 1 first. We
put

C(Λ) =
{
a ∈ ω : ‖a‖C(Λ) < ∞

}
, where ‖a‖C(Λ) =

∞∑
ν=0

λn(ν+1)maxI(n(ν))

∣∣∣∣∣∣∣∣
∞∑
j=k

a j

λ j

∣∣∣∣∣∣∣∣ .
Theorem 4.6. ([46, Theorem 2] for (a)–(d) and [46, Theorem 3] for (e) and (f)) We have

(a) (c0(Λ))β = (c(Λ))β = (c∞(Λ))β = C(Λ); (b) (c0(Λ))∗ is norm isomorphic to (C(Λ), ‖ · ‖C(Λ));

(c) f ∈ (c(Λ))∗ if and only if there exist b ∈ C and a sequence a ∈ C(Λ) such that

f (x) = bξ+

∞∑
n=0

anxn for all x ∈ c(Λ), where ξ is the c(Λ) limit of x, a = ( f (e(n)))∞n=0 and b = f (e)−
∞∑

n=0

an;

furthermore, we have |b| + ‖a‖C(Λ) ≤ ‖ f ‖ ≤ K(s, t) ·
(
|b| + ‖a‖C(Λ)

)
for all f ∈ (c(Λ))∗.
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(d) ‖a‖∗c∞(Λ) = ‖a‖C(Λ) for all a ∈ (c∞(Λ))β; (e) (C(Λ), ‖ · ‖C(Λ)) is a BK space with AK;

(f) c∞(Λ) is β–perfect, that is, (c∞(Λ))ββ = ((c∞(Λ))β)β = (C(Λ))β = c∞(Λ), and the continuous dual (C(Λ))∗ of
C(Λ) is norm isomorphic to c∞(Λ).

Now we consider the case 1 < p < ∞. We put

Cp(Λ) =
{
a ∈ ω : ‖a‖Cp(Λ) < ∞

}
, where ‖a‖Cp(Λ) =

∞∑
ν=0

λk(ν+1)

∑I(n(ν))

∣∣∣∣∣∣∣∣
∞∑
j=k

a j

λ j

∣∣∣∣∣∣∣∣
q

1/q

.

For each n ∈ N0, let ν(n) be the uniquely defined integer such that n ∈ Iν(n). Then we define the sequence
d = (dn)∞n=0 by

dn =

ν(n)−1∑
ν=0

λk(ν+1) (k(ν + 1) − k(ν))1/q + λk(n(ν)+1)(n + 1 − k(ν(n)))1/q for n = 0, 1, . . . .

Theorem 4.7. ([47, Theorem 3]) Let 1 < p < ∞. Then we have

(a) (cp
0(Λ))β = (cp(Λ))β and a ∈ (cp

0(Λ))β if and only if

a ∈ Cp(Λ) and sup
n

dn

∣∣∣∣∣∣∣
∞∑

k=n

ak

λk

∣∣∣∣∣∣∣
 < ∞; (5)

(b) a ∈ (cp
∞(Λ))β if and only if the condition the first condition in (5) is satisfied and

lim
n→∞

dn

∣∣∣∣∣∣∣
∞∑

k=n

ak

λk

∣∣∣∣∣∣∣
 = 0.

(c) Let X = cp
0(Λ), X = cp(Λ) or X = cp

∞(Λ). If a ∈ Xβ, then

∞∑
k=0

akxk =

∞∑
k=0

∆k(Λx)
∞∑
j=k

a j

λ j
for all x ∈ X and ‖a‖∗X = ‖a‖Cp(Λ) for all a ∈ Xβ.

Now we study matrix transformations. First we give the complete list of characterizations of the classes
(X,Y) for X = c0(Λ), c(Λ), c∞(Λ) and Y = c0, c, `∞, `1.

Theorem 4.8. ([49, Theorem 4.1])
The necessary and sufficient conditions for A ∈ (X,Y) when X ∈ {c0(Λ), c(Λ), c∞(Λ)} and Y ∈ {`∞, c, c0, `1} can be
read from the following table

From
To

c∞(Λ) c0(Λ) c(Λ)

`∞ 1. 1. 1.
c0 2. 3. 4.
c 5. 6. 7.
`1 8. 8. 8.
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where

1. [4.8](1.1) ‖A‖(c∞(Λ),∞) = sup
n
‖An‖C(Λ) < ∞ 2. [4.8](2.1) lim

n→∞
‖An‖C(Λ) = 0

3. [4.8](1.1) and [3.3](3.1) 4. [4.8](1.1), [3.3](3.1) and [3.3](4.1)
5. [3.3](5.1), [4.8](5.2) and [4.8](5.3), where

[4.8](5.2) (αk)∞k=1,An ∈ C(Λ)for all n
[4.8](5.3) lim

n→∞
‖An − (αk)∞k=1‖C(Λ) = 0

6. [4.8](1.1) and [3.3](5.1) 7. [4.8](1.1), [3.3](5.1) and [3.3](7.1)

8. [4.8](8.1), where [4.8](8.1) ‖A‖(c∞(Λ),1) = sup
N ⊂N0
N finite

∥∥∥∥∥∥∥∑n∈N An

∥∥∥∥∥∥∥
C(Λ)

< ∞.

Furthermore, if A ∈ (X, `1), then ‖A‖(c∞(Λ),1) ≤ ‖LA‖ ≤ 4 · ‖A‖(c∞(Λ),1), and if A ∈ (X,Y) in the remaining cases above,
then ‖LA‖ = ‖A‖(c∞(Λ),∞).
We remark that the conditions for A ∈ (c∞(Λ), c0) and A ∈ (c∞(Λ), c) can be replaced by the conditions [4.8](2.1′)
and [3.3](3.1) in 2. and [4.8](2.1′) and [3.3](5.1) in 5., where [4.8](2.1′) ‖An‖C(Λ) converges uniformly in n.

Now we state the dual result of Theorem 4.8. We assume that the spaces c̃0(µ), c̃(µ) and c̃∞(µ) are endowed
with the sectional norm ‖ · ‖s.

Theorem 4.9. We write

‖A‖(p,c̃∞(µ)) =


sup

m

(
maxNm

(
sup

k

∣∣∣∣∣∣ 1
µm

∑
n∈Nm

(µnank − µn−1an−1,k)

∣∣∣∣∣∣
))

(p = 1)

sup
m

maxNm

(
∞∑

k=0

∣∣∣∣∣∣ 1
µm

∑
n∈Nm

(µnank − µn−1an−1,k)

∣∣∣∣∣∣q
)1/q (1 < p ≤ ∞)

and

‖A‖(c∞(Λ),c̃∞(µ)) = sup
m

maxNm

∞∑
ν=0

λk(ν+1)

maxν

∣∣∣∣∣∣∣∣ 1
µm

∑
n∈Nm

µn

∞∑
j=k

anj

λ j
− µn−1

∞∑
j=k

an−1, j

λ j


∣∣∣∣∣∣∣∣



The necessary and sufficient conditions for A ∈ (X,Y) when X ∈ {`p, `∞, c0, c, c∞(Λ), c0(Λ), c(Λ)} and Y ∈
{c̃∞(µ), c̃0(µ), c̃(µ)} can be read from the following table

From
To

`p
(1 ≤ p < ∞) `∞ c0 c c∞(Λ) c0(Λ) c(Λ)

c̃∞(µ) 1. 2. 2. 2. 9. 9. 9.
c̃0(µ) 3. unknown 4. 5. unkown 10. 11.
c̃(µ) 6. unknown 7. 8. unknown 12. 13.

where

1. [4.9](1.1) ‖A‖(p,c̃∞(µ)) < ∞ 2. [4.9](2.1) ‖A‖(∞,c̃∞(µ)) < ∞

3. [4.9](1.1) and [4.9](3.1), where [4.9](3.1) lim
m→∞

 1
µm

m∑
n=0

|µnank − µn−1an−1,k|

 = 0 for each k

4. [4.9](2.1) and [4.9](3.1)
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5. [4.9](2.1), [4.9](3.1) and [4.9](5.1), where

[4.9](5.1) lim
m→∞

 1
µn

m∑
n=0

∣∣∣∣∣∣∣
∞∑

k=0

(µnank − µ−1an−1,k)

∣∣∣∣∣∣∣
 = 0

6. [4.9](1.1) and [4.9](6.1) where

[4.9](6.1)


for each k there is αk ∈ C such that

lim
m→∞

(
1
µm

m∑
n=0
|µn(ank − αk) − µn−1(an−1,k − αk)|

)
= 0

7. [4.9](2.1) and [4.9](6.1)

8. [4.9](2.1), [4.9](6.1) and [4.9](8.1) where

[4.9](8.1)

 lim
m→∞

(
1
µm

m∑
n=0

∣∣∣∣∣∣ ∞∑k=0
µn(ank − α) − µn−1(an−1,k − α)

∣∣∣∣∣∣
)

= 0

for some α ∈ C

9. [4.9](9.1) ‖A‖(c∞(Λ),c̃∞(µ)) < ∞ 10. [4.9](9.1) and [4.9](3.1)
11. [4.9](9.1), [4.9](3.1) and [4.9](5.1) 12. [4.9](9.1) and [4.9](6.1)
13. [4.9](6.1), [4.9](6.1) and [4.9](8.1).

If A ∈ (X,Y) in the cases above, then we have ([53, Corollary 1, (2.8)]) ‖A‖(p,w∞) ≤ ‖LA‖ ≤ 4 · ‖A‖(p,w∞).

Proof. Part 1. is [52, Remark 1 (a)], 2. follows by [53, Corollary 1 (b)] and the well–known fact that
‖ · ‖

∗

X = ‖ · ‖1 for X ∈ `∞, c0, c. Since c̃0(µ) and c̃∞(µ) are closed subspaces of c̃(µ) by Theorem 4.4, 3. and 6.,
and 4. and 7. follow by [66, 8.3.6] from 1. and 2., respectively, and finally 5. and 8. follow by [66, 8.3.7]
from 4. and 7.. The characterizations of (c∞(Λ), c̃∞(µ)) and (c0(Λ), c̃∞(µ)) are given in [54, Remark 3.50 (b)]
and [32, Theorem 3.4 10.], and (c∞(Λ), c̃∞(µ)) = (c0(Λ), c̃∞(µ)). Since c0(Λ) ⊂ c(Λ) ⊂ c∞(Λ), we also have
(c(Λ), c̃∞(µ)) = (c0(Λ), c̃∞(µ)). Hence we have established 9. Furthermore, 10. and 12. are [32, Theorem 3.4
11. and 12.], and finally [66, 8.3.7] and 10. and 12. yield 11. and 13.. �

Finally, we give the known characterizations of the classes (X,Y) when X = cp
∞(Λ), cp

0(Λ), cp(Λ) and
Y = `∞, `1, c, c0, c̃∞(µ), c̃0(µ), c̃∞(µ).

Theorem 4.10. Let 1 < p < ∞. We write

‖A‖(cp
∞(Λ),c̃∞(µ)) = sup

m

maxNm

∞∑
ν=0

λk(ν+1)

∑ν

∣∣∣∣∣∣∣∣ 1
µm

∑
n∈Nm

µn

∞∑
j=k

anj

λ j
− µn−1

∞∑
j=k

an−1, j

λ j


∣∣∣∣∣∣∣∣
q

1/q
Then the necessary and sufficient conditions for A ∈ (X,Y) when X = cp

∞(Λ), cp
0(Λ), cp(Λ) and Y = `∞, `1, c, c0, c̃∞(µ),

c̃0(µ), c̃∞(µ). can be read from the following table

From
To

cp
∞(Λ) cp

0(Λ) cp(Λ)

`∞ 1. 2. 3.
c0 unknown 4. 5.
c unknown 6. 7.
`1 8. 9. 10.
c̃∞(µ) 11. 12. 13.
c̃0(µ) unknown 14. 15.
c̃(µ) unknown 16. 17.
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where

1. [4.10](1.1) and [4.10](1.2), where
[4.10](1.1) ‖A‖(cp

∞(Λ),∞) = sup
n
‖An‖Cp(Λ) < ∞

[4.10](1.2) lim
m→∞

dm

∣∣∣∣∣∣∣
∞∑

k=m

ank

λk

∣∣∣∣∣∣∣ = 0 for each n

2. [4.10](1.1) and [4.10](2.1), where [4.10](2.1) sup
m

dm

∣∣∣∣∣∣∣
∞∑

k=m

ank

λk

∣∣∣∣∣∣∣ < ∞ for each n

3. [4.10](1.1), [4.10](2.1) and [4.10](3.1), where [4.10](3.1) sup
n

∣∣∣∣∣∣∣
∞∑

k=0

ank

∣∣∣∣∣∣∣ < ∞
4. [4.10](1.1), [4.10](2.1) and [4.10](4.1), where [4.10](4.1) lim

n→∞

∞∑
j=k

anj

λ j
= 0 for each k

5. [4.10](1.1), [4.10](2.1), [4.10](4.1) and [4.8](5.1) where [4.10](5.1), lim
n→∞

∞∑
k=0

ank = 0

6. [4.10](1.1), [4.10](2.1) and [4.10](6.1), where [4.10](6.1) lim
n→∞

∞∑
j=k

anj

λ j
= αk exists for each k

7. [4.10](1.1), [4.10](2.1), [4.10](6.1) and [4.10](7.1), where [4.10](7.1) lim
n→∞

∞∑
k=0

ank = α exists

8. [4.10](8.1) and [4.10](1.2), where [4.10](8.1) sup
N ⊂N0
N finite

∥∥∥∥∥∥∥∑n∈N An

∥∥∥∥∥∥∥
Cp(Λ)

< ∞

9. [4.10](8.1) and [4.10](2.1)

10. [4.10](8.1), [4.10](2.1) and [4.10](10.1), where [4.10](10.1)
∞∑

n=0

∣∣∣∣∣∣∣
∞∑

k=0

ank

∣∣∣∣∣∣∣ < ∞
11. [4.10](11.1) and [4.10](1.2), where [4.10](11.1) ‖A‖(cp

∞(Λ),c̃∞(µ)) < ∞

12. [4.10](11.1) and [4.10](2.1)
13. [4.10](11.1) [4.10](2.1) and [4.10](13.1), where

[4.10](13.1) sup
m

1
µm

m∑
n=0

∣∣∣∣∣∣∣µn

∞∑
k=0

ank − µn−1

∞∑
k=0

an−1,k

∣∣∣∣∣∣∣ < ∞
14. [4.10](11.1) [4.10](2.1) and [4.10](14.1), where

[4.10](14.1) lim
m→∞

1
µm

m∑
n=0

∣∣∣∣∣∣∣∣
∞∑
j=k

(
µn

anj

λ j
− µn−1

an−1,k

λ j

)∣∣∣∣∣∣∣∣ = 0 for each k

15. [4.10](11.1) [4.10](2.1) [4.10](14.1) and [4.10](15.1), where

[4.10](13.1) lim
m→∞

1
µm

m∑
n=0

∣∣∣∣∣∣∣µn

∞∑
k=0

ank − µn−1

∞∑
k=0

an−1,k

∣∣∣∣∣∣∣ = 0

16. [4.10](11.1) [4.10](2.1) and [4.10](16.1), where

[4.10](16.1) lim
m→∞

1
µm

m∑
n=0

∣∣∣∣∣∣∣∣
∞∑
j=k

(
µn

anj

λ j
− µn−1

an−1,k

λ j

)∣∣∣∣∣∣∣∣ = βk for each k
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17. [4.10](11.1) [4.10](2.1) [4.10](16.1) and [4.10](17.1), where

[4.10](17.1) lim
m→∞

1
µm

m∑
n=0

∣∣∣∣∣∣∣µn

 ∞∑
k=0

ank − β

 − µn−1

 ∞∑
k=0

an−1,k − β


∣∣∣∣∣∣∣ = 0 for some β ∈ C.

Furthermore, if A ∈ (X,Y) in 1. –7., then ‖LA‖ = ‖A‖(cp
∞(Λ),∞), and if A ∈ (X,Y) in 8. –10. or in 11. –17. , then

‖A‖(cp
∞(Λ),1) ≤ ‖LA‖ ≤ 4 · ‖A‖(cp

∞(Λ),1) or ‖A‖(cp
∞(Λ),c̃∞(µ)) ≤ ‖LA‖ ≤ 4 · ‖A‖(cp

∞(Λ),c̃∞(µ)).

Proof. Parts 2., 4., 6., 12., 14. and 16. are [32, Theorem 3.4 1.–6.], 1. and 3. are [47, Corollary 1 (a) and
(b)], and 11. and 13. are [47, Corollary 2 (a) and (b)]. Furthermore, 8. and 9. are obtained as follows. By
[44, Satz 1], we have for arbitrary BK spaces X

A ∈ (X, `1) if and only if ‖A‖(X,1) = sup
N ⊂N0
N finite

∥∥∥∥∥∥∥∑n∈N An

∥∥∥∥∥∥∥
∗

X

< ∞.

If X = cp
∞(Λ) or X = cp

0(Λ) then we must use a ∈ (cp
∞(Λ))β or a ∈ (cp

0(Λ))β, and ‖ · ‖∗
cp
∞(Λ)

= ‖ · ‖Cp(Λ) in (a) and (b)
of Theorem 4.6. Finally, 5., 7., 10., 15. and 17. follow by [54, 8.3.7] from 4., 6., 9., 14. and 16.. �

Additional results on matrix transformations involving the spaces cp
0(Λ), cp(Λ) and cp

∞(Λ) can be found
in [15–18, 39]. Also there is a study on the Banach algebras (c(Λ), c(Λ)) and (c∞(Λ), c∞(Λ)) in [19], and
applications to the solvability of infinite systems of linear equations and sequence spaces equations can be
found in [41, 42].

5. Strong Cesàro Summability, Convergence and Boundedness

Throughout this section, let α ≥ 0 and 1 ≤ p < ∞. In the case of α = 0, the indices start from 1 with the
convention that every term with an index less than 1 is equal to zero.

We study the sets of all sequences that are strongly summable Cα to zero, strongly summable and
bounded Cα, strongly convergent to zero, and strongly convergent and bounded, with index p, defined by

[Cα]p
0 = [C1,Cα−1]p

0 =

x ∈ ω : lim
n→∞

1
n + 1

n∑
k=0

∣∣∣σα−1
k (x)

∣∣∣p = 0

 ,
[Cα]p = [C1,Cα−1]p =

{
x ∈ ω : x − ξe ∈ [Cα]p

0 for some ξ ∈ C
}
,

[Cα]p
∞ = [C1,Cα−1]p

∞ =

x ∈ ω : sup
n

1
n + 1

n∑
k=0

∣∣∣σα−1
k (x)

∣∣∣p < ∞ ,
[C0]p

0 =

x ∈ ω : lim
n→∞

1
n

n∑
k=1

|kxk − (k − 1)xk−1|
p = 0

 ,
[C0]p =

{
x ∈ ω : x − ξe ∈ [C0]p

0 for some ξ ∈ C
}

and

[C0]p
∞ =

x ∈ ω : sup
n

1
n

n∑
k=1

|kxk − (k − 1)xk−1|
p < ∞


Remark 5.1. Since

σα−1
k (e) =

1
Aα−1

k

k∑
j=0

Aα−2
k− j = 1 and k − (k − 1) = 1 for all k,
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the definition of [Cα]p is the same as that in (1), and [C0]p = [H0]p in (3).
In the special case of α = 1, we obtain [C1]p

0 = wp
0, [C1]p = wp and [C1]p

∞ = wp
∞.

If we write Cα = (cαnk)∞n,k=0 for α > −1 and C−1 = (c−1
nk )∞n,k=0 for the triangles with

cαnk =
Aα−1

n−k

Aα
n

for 0 ≤ k ≤ n and c−1
nk =


n for k = n
−(n − 1) for k = n − 1
0 otherwise

for all n,

then we obviously have [Cα]p
0 = (wp

0)Cα−1 , [Cα]p = (wp)Cα−1 and [Cα]p
∞ = (wp

∞)Cα−1 for all α ≥ 0.
For each x ∈ [Cα]p, the complex number ξ with x − ξe ∈ [Cα]p

0 is unique; ξ is referred to as the [Cα]p limit of the
sequence x.

We frequently use the well–known properties of the Cesàro coefficients Aα
n and the fact that the inverses

Sα−1 = (sα−1
nk )∞n,k=0 of the matrices Cα−1 are the triangles given by

sα−1
nk = A−αn−kAα−1

k for α > 0 and s−1
nk =

1
n

for α = 0.

Finally, we write Rα−1 = (rα−1
nk ) for the transpose of the matrix Sα−1 (α ≥ 0), that is,

rα−1
nk =


0 for k ≤ n − 1

A−αk−nAα−1
n for α > 0

1
k

for α = 0
for k ≥ n

for all n;

we also write σ−1
n (x) = nxn − (n − 1)xn−1 for all n and all x ∈ ω.

First we establish some important topological properties of the spaces [Cα]p
0, [Cα]p and [Cα]p

∞ for α ≥ 0

and p ≥ 1. We write
∑

0 =
∑1

k=0, max0 = max0≤k≤1, and
∑
ν =

∑2ν+1
−1

k=2ν and maxν = max2ν≤k≤2ν+1−1 for ν ≥ 1.

Proposition 5.2. ([51, Proposition 2.1] for α > 0, and Theorem 3.1, and [66, Theorem 4.3.12] and [34,
Corollary 2.5] for α = 0) Let α ≥ 0 and p ≥ 1.

(a) The sets [Cα]p
0, [Cα]p and [Cα]p

∞ are BK spaces with respect to

‖x‖[Cα]p
∞

=


sup
ν

( 1
2ν

∑
ν|σ

α−1
k (x)|p

)1/p

= sup
ν

 1
2ν

∑
ν

∣∣∣∣∣∣ 1
Aα−1

k

k∑
j=0

Aα−2
k− j xk

∣∣∣∣∣∣p
1/p

for α > 0

sup
ν

( 1
2ν

∑
ν |kxk − (k − 1)xk−1|

p
)1/p

for α = 0;

(6)

[Cα]p
0 is a closed subspace of [Cα]p and [Cα]p is a closed subspace of [Cα]p

∞.

(b) For each n, define the sequence c(α,n) = (c(α,n)
k )∞k=0 by

c(α,n)
k =


0 for 0 ≤ k ≤ n − 1
A−αk−nAα−1

n for α > 0
1
n

for α = 0.
for k ≥ n

Then every sequence x = (xk)∞k=0 ∈ [Cα]p
0 has a unique representation x =

∑
n
σα−1

n (x)c(n).

Every sequence x = (xk)∞k=0 ∈ [Cα]p has a unique representation

x = ξ · e +
∑

n

σα−1
n (x − ξ · e)c(α,n), where ξ is the [Cα]p limit of the sequence x. (7)



E. Malkowsky / Filomat 31:11 (2017), 3095–3123 3111

Remark 5.3. (a) Since wp
∞ has no Schauder basis by Theorem 3.1, [Cα]p

∞ has no Schauder basis by [34, Remark
2.4].

(b) We have [Cα]p = (wp
0 ⊕ e)Cα−1 by definition, and so it follows from [34, Corollary 2.5 (c)] that every sequence

x ∈ [Cα]p has a unique representation

x = ξ · c(α,−1) +
∑

n

(
σα−1

n (x) − ξ · e
)

c(α,n) (8)

where the sequences c(α,n) for all n are defined as in Proposition 5.2 and the sequence c(α,−1) = (c(α,−1)
k )∞k=0 is

given by

c(α,−1)
k =


n∑

j=0
A−αk− jA

α−1
j = A0

k = 1 for α > 0

1
k

k∑
j=1

1 = 1 for α = 0
for n = 0, 1, . . . .

hence c(α,−1) = e Since σα−1
n (x) − ξ = σα−1

n (x − ξ · e) for all n, the representations in (8) and (7) are identical.

Now we determine the β duals of the spaces [Cα]p
0, [Cα]p and [Cα]p

∞. First we consider the case α > 0.

Theorem 5.4. ([51, Theorem 3.3] for α > 0; the case α = 0 follows from [7, Lemma 3.1]) Let p ≥ 1 and α ≥ 0.
We define the triangle W(a;α−1) = (w(a;α−1)

mk ) for a ∈ ω by

w(a;α−1)
mk =


∞∑

j=m
A−αj−kAα−1

k a j for α > 0

∞∑
j=m

a j

j
for α = 0

for k ≤ m.

Then we have
(a) a ∈ ([Cα]p

0)β if and only if a ∈ (Mp)Rα−1 and W(a;α−1)
∈ (wp

0, `∞);
(b) a ∈ ([Cα]p)β if and only if a ∈ (Mp)Rα−1 and W(a;α−1)

∈ (wp, c);
(c) a ∈ ([Cα]p

∞)β if and only if a ∈ (Mp)Rα−1 and W(a;α−1)
∈ (wp

∞, c0).
(d) If X = wp

0 or X = wp
∞ and a ∈ (XCα−1 )β, then

∞∑
k=0

akzk =

∞∑
k=0

(Rα−1
k a)(σα−1

k (x)) for all x ∈ XCα−1 ; also ‖a‖∗XCα−1
= ‖Rα−1

k a‖Mp .

If a ∈ ([Cα]p)β then

∞∑
k=0

akzk =

∞∑
k=0

(Rα−1
k a)(σα−1

k (x)) − ξρ where ξ ∈ C is the [Cα]p limit of x and ρ = lim
m→∞

W(a;α)
m e;

also ‖a‖∗[Cα]p = |ρ| + ‖Rα−1a‖Mp for all a ∈ ([Cα]p)β.

Remark 5.5. Writing W = W(a;α−1) and R = Rα−1, for short, we have

Rka =


∞∑
j=k

A−αj−kAα−1
k a j for α > 0

∞∑
j=k

a j

j
for α = 0

for all k,
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hence a ∈ (Mp)R if and only if ‖R‖wp
∞
< ∞. Furthermore we have by Theorem 3.3 1. W ∈ (wp

0, `∞) if and only if

sup
m
‖Wm‖Mp < ∞. (9)

We have by Theorem 3.3 7. that W ∈ (wp, c) if and only if (9) holds,

ρ = lim
m→∞

Wme = lim
m→∞

m∑
k=0

wmk =


lim

m→∞

m∑
k=0

∞∑
j=m

A−αj−kAα−1
k a j for α > 0

lim
m→∞

m∑
k=0

∞∑
j=m

a j

j
for α = 0

(10)

exists, and limm→∞ wmk = γk exists for each k, which is redundant since the convergence of Rka for each k implies
limm→∞ wmk = γk = 0 for each k.
Finally, it follows from Theorem 3.3 2. that W ∈ (wp

∞, c0) if and only if limm→∞ ‖Wm‖Mp = 0.

Finally, we give the characterizations of the classes (X,Y) for X = [Cα]p
∞, [Cα]p

0, [Cα]p and Y = `∞, c0, c.
Let A = (ank)∞n,k=0 be an infinite matrix. We define the matrix Âα−1 = (âα−1

nk )∞n,k=0 by âα−1
nk = Rα−1

k An

Theorem 5.6. ([51, Theorem 4.2] for α > 0, [7, Theorem 4.2] for α = 0) The necessary and sufficient conditions
for the entries of A ∈ (X,Y) for X ∈ {[Cα]p

∞, [Cα]p
0, [Cα]p

} and Y = {`∞, c0, c} can be read from the following table

From
To [Cα]p

∞ [Cα]p
0 [Cα]p

`∞ 1. 2. 3.
c0 4. 5. 6.
c 7. 8. 9.

where

1. [5.6](1.1) and [5.6](1.2).where

[5.6](1.1) ‖A‖([Cα]p
∞,∞) = sup

n
‖Âα−1

n ‖Mp < ∞

[5.6](1.2) lim
m→∞

‖W(An;α−1)
m ‖Mp = 0 for all n

2. [5.6](1.1) and [5.6](2.1) sup
m
‖W(An;α−1)

m ‖Mp < ∞ for all n

3. [5.6](1.1), [5.6](2.1) [5.6](3.1) and [5.6](3.2),where

[5.6](3.1) ρ(n) = lim
m→∞

W(An;α−1)
m e exists for each n

[5.6](3.2) sup
n

∣∣∣Âα−1
n e − ρ(n)

∣∣∣ < ∞
4. [5.6](1.2) and [5.6](4.1) lim

n→∞
‖Âα−1

n ‖Mp = 0

5. [5.6](1.2), [5.6](2.1) and [5.6](5.1) lim
n→∞

âα−1
nk = 0 for all k

6. [5.6](1.1), [5.6](2.1), [5.6](3.1), [5.6](5.1) and [5.6](6.1), where

[5.6](6.1) lim
n→∞

(
Âα−1

n e − ρ(n)
)

= 0

7. [5.6](1.1), [5.6](7.1), [5.6](7.2) and [5.6](7.3), where

[5.6](7.1) α̂k = lim
n→∞

âα−1
nk exists for all k

[5.6](7.2) (α̂k), Âα−1
n ∈ Mp for all n
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[5.6](7.3) lim
n→∞
‖Âα−1

n − (α̂k)‖Mp = 0

8. [5.6](1.1), [5.6](2.1) and [5.6](7.1)
9. [5.6](1.1), [5.6](2.1), [5.6](3.1), [5.6](7.1) and [5.6](9.1), where

[5.6](9.1) lim
n→∞

(
Âα−1

n e − ρ(n)
)

= β exists.

Furthermore, if A ∈ ([Cα]p
0,Y) or A ∈ ([Cα]p

∞,Y), then we have ‖LA‖ = ‖A‖([Cα]p
∞,∞), and if A ∈ ([Cα]p,Y), then

‖LA‖ = ‖A‖([Cα]p,∞) = supn

(
|ρn
| + ‖A‖([Cα]p

∞,∞)

)
.

Remark 5.7. We note that by (10) and the definition of the matrices Âα−1 and W(An;α−1), we have

Âα−1
n e − ρ(n) =


∞∑

k=0

∞∑
j=k

A−αj−kAα−1
k anj − lim

m→∞

m∑
k=0

∞∑
j=m

A−αj−kAα−1
k anj for α > 0

∞∑
k=0

∞∑
j=k

anj

j
− lim

m→∞

m∑
k=0

∞∑
j=m

anj

j
for α = 0

α̂k =


lim
n→∞

∞∑
j=k

A−αj−kAα−1
k anj for each k for α > 0

lim
n→∞

∞∑
j=k

anj

j
for each k for α = 0

and, for all n,

∥∥∥Âα−1
n − (α̂k)

∥∥∥
Mp

=


∞∑
ν=0

2νmaxν
∣∣∣âα−1

nk − α̂k

∣∣∣ (p = 1)

∞∑
ν=0

2ν/p
(∑

ν

∣∣∣âα−1
nk − α̂k

∣∣∣q)1/q
(
p > 1; q =

p
p − 1

)
.

6. Compact Operators

In this section, we give the characterizations of some classes of compact operators between the spaces
of the previous sections. We achieve this by using the Hausdorff measure of noncompactness. Although a
different approach for the characterization of compact matrix operators between certain sequence spaces
can be found, for instance, in [63], we chose our approach because it seems to be more elementary and
suitable for our purpose. Measures of noncompactness are also widely used in fixed point theory.

The first measure of noncompactness, the function α, was defined and studied by Kuratowski [36] in 1930.
Later in 1955, Darbo [13] was the first who continued to use the function α. He proved that if T is a
continuous self-mapping of a nonempty, bounded, closed and convex subset C of a Banach space X such
that α(T(Q)) ≤ kα(Q) for all Q ⊂ C, where k ∈ (0, 1) is a constant, then T has at least one fixed point in the set
C. Darbo’s fixed point theorem is a very important generalization of Schauder’s fixed point theorem and it
includes the existence part of Banach’s fixed point theorem.

Other measures were introduced by Goldenstein, Gohberg and Markus (the ball or Hausdorff measure of
noncompactness) [20] in 1957 (which was later studied by Goldenstein and Markus [21] in 1968), Istrǎţesku [29]
in 1972 and others. Apparently Goldenstein, Gohberg and Markus were unaware of the work of Kuratowski
and Darbo. It is surprising that Darbo’s theorem was almost never noticed and applied, not until in the
1970’s mathematicians working in operator theory, functional analysis and differential equations began to
apply Darbo’s theorem and develop the theory connected with measures of noncompactness.

These measures and their applications are discussed for example in the monographs [1, 3–5, 27, 30, 61],
and a large number of research articles.

We recall that if X and Y are Banach spaces and L : X→ Y is a linear operator, then L is said to be compact,
if its domain is all of X and, for every bounded sequence (xn) in X, the sequence (L(xn)) has a convergent
subsequence in Y. We write C(X,Y) for the set of compact operators in B(X,Y).
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Let (X, d) be a complete metric space andMX denote the class of all bounded subsets of X. Then the
Hausdorff measure of noncompactness of the set Q ∈ MX is given by

χ(Q) = inf
{
ε > 0 : Q can be covered by finitely many open balls of radius < ε

}
;

the function χ :MX → [0,∞) is called the Hausdorff measure of noncompactness.
Let X and Y be Banach spaces and χ1 and χ2 be measures of noncompactness on X and Y. Then the

operator L : X → Y is called (χ1, χ2)–bounded if L(Q) ∈ MY for every Q ∈ MX and there exists a constant
C > 0 such that

χ2(L(Q)) ≤ C · χ1(Q) for all Q ∈ MX; (11)

if L is (χ1, χ)–bounded then the number ‖L‖(χ1,χ2) = inf{C > 0 : (11) holds} is called the (χ1, χ2)–measure of
noncompactness of L ([54, Definition 2.24]); we also write ‖L‖χ = ‖L‖(χ1,χ2), for short, and call ‖L‖χ the Hausdorff
measure of noncompactness of L.

If X and Y are Banach spaces and L ∈ B(X,Y) then the following vitally important facts are well known:

‖L‖χ = χ(L(SX)) ([54, Theorem 2.25]) (12)

and

L is compact if and only if ‖L‖χ = 0 ([54, Corollary 2.26 (2.58)]). (13)

We also need the following results.

Theorem 6.1 (Goldenstein, Gohberg, Markus). ([54, Theorem 2.23]) Let X be a Banach space with a Schauder
basis (bn)∞n=1, Q ∈ MX, Pn : X→ X be the projector onto the linear span of b1, b2, . . . , bn and Rn = I − Pn where I is
the identity on X. Then we have

1
a

lim sup
n→∞

sup
x∈Q
‖Rn(x)‖

 ≤ χ(Q) ≤ inf
n

sup
x∈Q
‖Rn(x)‖

 ≤ lim sup
n→∞

sup
x∈Q
‖Rn(x)‖

 , (14)

where a = lim supn→∞ ‖Rn‖ is the basis constant.

We give some prelimimary well–known examples of the Hausdorff measure of noncompactness of
bounded subsets of `p for 1 ≤ p < ∞ and c0, and of the measure of noncompactness of operators L ∈ B(`1).

Example 6.2. ([54, Theorem 2.15 and Corollary 2.29]) (a) We have

χ(Q) =


lim
n→∞

sup
x∈Q

(
sup
k≥n
|xk|

) for Q ∈ Mc0

lim
n→∞

sup
x∈Q

(
∞∑

k=n
|xk|

p

)1/p for Q ∈ M`p .

(b) Let L ∈ B(`1). Since `1 is a BK space with AK by Example 2.3, L is given by a matrix A ∈ (`1, `1) by Proposition
2.2. Then L is compact if and only if

‖L‖χ = lim
m→∞

sup
k

∞∑
n=m

|ank|

 = 0.

First we give a few identities or estimates for the Hausdorff measure of noncompactness of bounded
linear operators on the spaces wp

0 and wp. We need the representations of bounded linear operators on wp.
If X and Y are Banach sequence spaces and L ∈ B(X,Y), then we write Ln = Pn ◦ L for all n.
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Theorem 6.3. ([6, Theorem 3.9]) We have L ∈ B(wp, c) if and only if there exist a sequence b ∈ c and a matrix
A = (ank)∞n=0,k=0 ∈ (wp

0, c) such that

L(x) = bξ + Ax for all x ∈ wp, (15)

where ξ ∈ C is the strong wp limit of x,

ank = Ln(e(k)) and bn = Ln(e) −
∞∑

k=0

ank for all n and k. (16)

Moreover, if L ∈ B(wp, c), then we have

1
2
· lim sup

n→∞


∣∣∣∣∣∣∣bn − β +

∞∑
k=0

αk

∣∣∣∣∣∣∣ +
∥∥∥Ãn

∥∥∥
Mp

 ≤ ‖L‖χ ≤ lim sup
n→∞


∣∣∣∣∣∣∣bn − β +

∞∑
k=0

αk

∣∣∣∣∣∣∣ +
∥∥∥Ãn

∥∥∥
Mp

 , (17)

where Ã = (ãnk)∞n,k=0 is the matrix with ãnk = ank − αk for all n and k, and

αk = lim
n→∞

ank for all k ≥ 0 and β = lim
n→∞

bn +

∞∑
k=0

ank

 . (18)

We also have

η = lim
n→∞

Ln(x) = ξβ +

∞∑
k=0

αk(xk − ξ) =

β − ∞∑
k=0

αk

 ξ +

∞∑
k=0

αkxk for all x ∈ wp. (19)

Now we give the estimates for ‖L‖χ when L ∈ B(X,Y) for X = wp
0,w

p and Y = c0, c.

Theorem 6.4. We use the notations of Theorem 6.4. Let X be any of the spaces wp
0 and wp, and Y = c0 or Y = c.

Then identities or estimates for ‖L‖χ when L ∈ B(X,Y) can be read from the following table

From
To wp

0 wp

c0 1. 2.
c 3. 4.

where

1. [6.4](1.1) ‖LA‖χ = lim
r→∞

(
sup
n≥r
‖An‖Mp

)
([6, Corollary 3.8])

2. [6.4](2.1) ‖LA‖χ = lim sup
n→∞

(
|bn| + ‖An‖Mp

)
([6, Corollary 3.11])

3. [6.4](3.1)
{

1
2
· lim

r→∞

(
sup
n≥r

∥∥∥Ãn

∥∥∥
Mp

)
≤ ‖LA‖χ ≤ lim

r→∞

(
sup
n≥r

∥∥∥Ãn

∥∥∥
Mp

)
([6, Corollary 3.6])

4. [6.4](4.1), where [6.4](4.1) is (17).

We obtain as an immediate consequence of (13) and Theorem 6.3 the following characterization of
compact operators

Corollary 6.5. ([6, Corollary 3.13]) Let X be any of the spaces wp
0 and wp, and Y = c0 or Y = c. Then the necessary

and sufficient conditions for L ∈ C(X,Y) and be read from the following table
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From
To

wp
0 wp

c0 1. 2.
c 3. 4.

where

1. [6.5](1.1) lim
r→∞

(
sup
n≥r
‖An‖Mp

)
= 0 2. [6.5](2.1) lim

n→∞

(
|bn| + ‖An‖Mp

)
= 0

3. [6.5](3.1) lim
r→∞

(
sup
n≥r

∥∥∥Ãn

∥∥∥
Mp

)
= 0 4. [6.4](4.1) lim

n→∞


∣∣∣∣∣∣∣bn − β +

∞∑
k=0

αk

∣∣∣∣∣∣∣ +
∥∥∥Ãn

∥∥∥
Mp

 = 0.

Remark 6.6. Putting bn = 0 for all n in 2. and 4. of Theorem 6.4 and Corollary 6.5 we obtain

(a) if A ∈ (wp, c0) then ([6, Corollary 3.12])

‖LA‖χ = lim
n→∞
‖An‖Mp and LA ∈ C(wp, c0) if and only if lim

n→∞
‖An‖Mp = 0 (20)

(b) if A ∈ (wp, c) then ([6, Corollary 3.10])

1
2

lim sup
n→∞


∣∣∣∣∣∣∣
∞∑

k=0

αk − α

∣∣∣∣∣∣∣ + ‖Ãn‖Mp

 ≤ ‖LA‖χ ≤ lim sup
n→∞


∣∣∣∣∣∣∣
∞∑

k=0

αk − α

∣∣∣∣∣∣∣ + ‖Ãn‖Mp

 ,
with αk from (18) and α = lim

n→∞

∞∑
k=0

ank; (21)

also LA ∈ C(wp, c) if and only if

lim
n→∞


∣∣∣∣∣∣∣
∞∑

k=0

αk − α

∣∣∣∣∣∣∣ + ‖Ãn‖Mp

 = 0.

Now we characterize the compact matrix operators in (wp
∞, c0) and (wp

∞, c).

Corollary 6.7. ([6, Corollary 3.15]) (a) Let A ∈ (wp
∞, c0). Then we have LA ∈ C(wp

∞, c0) if and only if 1. in
Corollary 6.5 holds.
(b) Let A ∈ (wp

∞, c). Then we have LA ∈ C(wp
∞, c0) if and only if 3. in Corollary 6.5 holds.

We say that an operator L ∈ B(wp, c) is wp–regular, if limn→∞ Ln(x) = ξ for all x ∈ wp, where ξ is the wp

limit of x. A matrix A ∈ (wp, c) is said to be wp–regular, if the operator LA is wp–regular.
Now we give a characterization of compact wp–regular operators.

Corollary 6.8. ([6, Corollary 3.16]) Let L ∈ B(wp, c) be wp–regular. Then we have L ∈ C(wp, c) if and only if

lim
n→∞

(
|bn − 1| + ‖An‖Mp

)
= 0. (22)

The next result is similar to a well–known result by Cohen and Dunford [10] which states that a regular
matrix, that is, a matrix A ∈ (c, c) with limn Anx = limn xn for all x ∈ c, cannot be a compact matrix operator.

Remark 6.9. ([6, Remark 3.17]) If A is a wp–regular matrix then LA cannot be compact, since, with bn = 0 for all
n, we have 1 + ‖An‖Mp ≥ 1 , 0 for all n, and so (22) in Corollary 6.8 cannot hold.
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Now we give a result for the representations of L ∈ B(wp,w) and L ∈ B(wp,w0), similar to Theorem 6.3,
and for the operator norm ‖L‖.

Theorem 6.10. ([2, Theorem 2 and Corollary 7]) We use the notations of Theorem 6.3, and assume that w and w0
have the sectional norm.

(a) We have L ∈ B(wp,w) if and only if there exists a matrix A ∈ (wp
0,w) and a sequence b ∈ w∞ with

lim
m→∞

1
m + 1

m∑
n=0

|bn + Ane − β̃| = 0 for some β̃ ∈ C (23)

such that (15) holds; moreover, we have, writing SN(b) =
∑

n∈N bn and SN(A) =
∑

n∈N An for any finite subset
N ofN ∪ {0},

sup
m
νNm (b,A) ≤ ‖L‖ ≤ 4 · νNm (b,A), where νNm (b,A) =

1
m + 1

maxNm

(∣∣∣SNm (b)
∣∣∣ +

∥∥∥SNm (An)
∥∥∥
Mp

)
. (24)

Also, if ξ is the wp limit of x ∈ wp, then the w limit η of y = Ax is given by ([2, Remark 3])

η = β̃ξ +

∞∑
k=0

αk(xk − ξ). (25)

(b) We have L ∈ B(wp,w0) if and only if there exists a matrix A ∈ (wp
0,w0) and a sequence b ∈ w∞ with

lim
m→∞

1
m + 1

m∑
n=0

|bn + Ane| = 0 (26)

such that (15) holds; moreover, we have (24).

Next we give the estimates for ‖L‖χ when L ∈ B(X,Y) for X = wp
0,w

p and Y = (w0,w).

Theorem 6.11. ([2, Corollary 7] for X = wp
0 and [2, Theorem 6] for X = wp) Let m, r ∈ N ∪ {0} and m > r.

Then we write N(m, r) for any subset of the set {r + 1, r + 2, . . . ,m}. We also use the notations of Theorem 6.10, write
νN(m,r(A) = νN(m,r(0,A), for short, and assume that w and w0 have the sectional norm.
Let X be any of the spaces wp

0 and wp, and Y = c0 or Y = c. Then estimates for ‖L‖χ when L ∈ B(X,Y) can be read
from the following table

From
To wp

0 wp

w0 1. 2.
w 3. 4.

where

1. [6.11](1.1) lim
r→∞

(
sup

m

( 1
m + 1

νN(m,r)(A)
))
≤ ‖L‖χ ≤ 4 · lim

r→∞

(
sup

m

( 1
m + 1

νN(m,r)(A)
))

2. [6.11](2.1) lim
r→∞

(
sup

m

( 1
m + 1

νN(m,r)(b,A)
))
≤ ‖L‖χ ≤ 4 · lim

r→∞

(
sup

m

( 1
m + 1

νN(m,r)(b,A)
))

3. [6.11](3.1) lim
r→∞

(
sup

m

( 1
m + 1

νN(m,r)(Ã)
))
≤ ‖L‖χ ≤ 4 · lim

r→∞

(
sup

m

( 1
m + 1

νN(m,r)(Ã)
))

4. [6.11](4.1),


lim
r→∞

(
sup

m

( 1
m + 1

νN(m,r)(γ, Â)
))
≤ ‖L‖χ ≤ 4 · lim

r→∞

(
sup

m

( 1
m + 1

νN(m,r)(γ, Â)
))
,

where γ = (γn) is the sequence with γn = bn − β̃ +
∞∑

k=0
αk for all n.
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Next we give the characterizations of the the classes C(X,Y) when X = wp
0,w

p and Y = w0,w.

Corollary 6.12. ([2, Corollary 8]) Let L ∈ B(X,Y). Then the necessary and sufficient conditions for L ∈ C(X,Y)
when X = wp

0,w
p and Y = w0,w can be read from the table

From
To

wp
0 wp

w0 1. 2.
w 3. 4.

where

1. [6.12](1.1) lim
r→∞

(
sup

m

( 1
m + 1

νN(m,r)(A)
))

= 0; 2. [6.12](2.1) lim
r→∞

(
sup

m

( 1
m + 1

νN(m,r)(b,A)
))

= 0;

3. [6.12](3.1) lim
r→∞

(
sup

m

( 1
m + 1

νN(m,r)(Â)
))

= 0; 4. [6.12](4.1) lim
r→∞

(
sup

m

( 1
m + 1

νN(m,r)(γ, Â)
))

= 0.

Now we study compact operators on cp
0(Λ), cp(Λ) and cp

∞(Λ). The results are similar to those for wp
0, wp

and wp
∞.

We start with the case p = 1. The first results concern the representations of bounded linear operators
from c(Λ) into c and c0, similar to those in Theorem 6.3.

Theorem 6.13. ([49, Theorem 5.9] for (a)–(d), and [49, Theorem 5.10] for (e)) We have
(a) L ∈ B(c(Λ), c) if and only if there exists a matrix A ∈ (c0(Λ), c) and a sequence b ∈ `∞ for which the limit β in
(18) exists such that

L(x) = b · ξ + Ax for all x ∈ c(Λ) (27)

holds, where the entries of A and the terms of b are defined as in (16), and ξ is the c(Λ) limit of the sequence x;
(b) L ∈ B(c(Λ), c0) if and only if there exists a matrix A ∈ (c0(Λ), c0) and a sequence b ∈ `∞ with β = 0 such that (27)
holds.
(c) If L ∈ B(c(Λ),Y) for Y = c, c0 then we have

sup
n

(
|bn| + ‖An‖C(Λ)

)
≤ ‖L‖ ≤ K(s, t) · sup

n

(
|bn| + ‖An‖C(Λ)

)
with K(s, t) from (4). (28)

(d) Let L ∈ B(c(Λ), c), x ∈ c(Λ) and ξ be the c(Λ) limit of the sequence x. Then we have

η = lim
n→∞

(Ln(x)) = β · ξ +

∞∑
k=0

αk(xk − ξ) =

β − ∞∑
k=0

αk

 ξ +

∞∑
k=0

αkxk with αk (k = 0, 1, . . . ) from (18). (29)

(e) Finally, if L ∈ B(c(Λ), c), then we have

1
2
· lim sup

n→∞


∣∣∣∣∣∣∣bn − β +

∞∑
k=0

αk

∣∣∣∣∣∣∣ +
∥∥∥Ãn

∥∥∥
C(Λ)

 ≤ ‖L‖χ ≤ K(s, t) · lim sup
n→∞


∣∣∣∣∣∣∣bn − β +

∞∑
k=0

αk

∣∣∣∣∣∣∣ +
∥∥∥Ãn

∥∥∥
C(Λ)

 . (30)

Now we give the estimates for ‖L‖χ when L ∈ B(X,Y) for X = c0(Λ), c(Λ) and Y = c0, c.

Theorem 6.14. We use the notations of Theorem 6.13. Let X be any of the spaces c0(Λ) and c(Λ), and Y = c0 or
Y = c. Then identities or estimates for ‖L‖χ when L ∈ B(X,Y) can be read from the following table

From
To c0(Λ) c(Λ)

c0 1. 2.
c 3. 4.
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where

1. [6.14](1.1) ‖LA‖χ = lim
r→∞

(
sup
n≥r
‖An‖C(Λ)

)
([49, Corollary 5.14 (b)])

2. [6.14](2.1),

 lim sup
n→∞

(
|bn| + ‖An‖C(Λ)

)
≤ ‖LA‖χ ≤ K(s, t) lim sup

n→∞

(
|bn| + ‖An‖C(Λ)

)
([49, Corollary 5.12])

3. [6.14](3.1)


1
2
· lim

r→∞

(
sup
n≥r

∥∥∥Ãn

∥∥∥
C(Λ)

)
≤ ‖LA‖χ ≤ lim

r→∞

(
sup
n≥r

∥∥∥Ãn

∥∥∥
C(Λ)

)
([49, Corollary 5.14 (a)])

4. [6.14](4.1), where [6.14](4.1) is (30).

We obtain as an immediate consequence of (13) and Theorem 6.14 the following characterization of
compact operators

Corollary 6.15. ([49, Corollary 5.15]) Let X be any of the spaces c0(Λ) and c(Λ), and Y = c0 or Y = c. Then the
necessary and sufficient conditions for L ∈ C(X,Y) and be read from the following table

From
To

c0(Λ) c(Λ)

c0 1. 2.
c 3. 4.

where

1. [6.15](1.1) lim
r→∞

(
sup
n≥r
‖An‖C(Λ)

)
= 0 2. [6.15](2.1) lim

n→∞

(
|bn| + ‖An‖C(Λ)

)
= 0

3. [6.15](3.1) lim
r→∞

(
sup
n≥r

∥∥∥Ãn

∥∥∥
C(Λ)

)
= 0 4. [6.15](4.1) lim

n→∞


∣∣∣∣∣∣∣bn − β +

∞∑
k=0

αk

∣∣∣∣∣∣∣ +
∥∥∥Ãn

∥∥∥
C(Λ)

 = 0.

Remark 6.16. ([49, Corollary 5.16]) Putting bn = 0 for all n in 2. and 4. of Theorem 6.14 and Corollary 6.15 we
obtain

(a) if A ∈ (c(Λ), c0) then ‖LA‖χ = limn→∞ ‖An‖C(Λ), and LA ∈ C(c(Λ), c0) if and only if limn→∞ ‖An‖C(Λ) = 0;

(b) if A ∈ (c(Λ), c) then

1
2

lim sup
n→∞


∣∣∣∣∣∣∣
∞∑

k=0

αk − α

∣∣∣∣∣∣∣ + ‖Ãn‖C(Λ)

 ≤ ‖LA‖χ ≤ lim sup
n→∞


∣∣∣∣∣∣∣
∞∑

k=0

αk − α

∣∣∣∣∣∣∣ + ‖Ãn‖C(Λ)

 ,
with αk and α from (18) and (21); (31)

also LA ∈ C(c(Λ), c) if and only if

lim
n→∞


∣∣∣∣∣∣∣
∞∑

k=0

αk − α

∣∣∣∣∣∣∣ + ‖Ãn‖C(Λ)

 = 0. (32)

Now we characterize the compact matrix operators in (c∞(Λ), c0) and (c∞(Λ), c).

Corollary 6.17. ([49, Corollary 5.17]) (a) Let A ∈ (c∞(Λ), c0). Then we have LA ∈ C(c∞(Λ), c0) if and only if 1. in
Corollary 6.15 holds.
(b) Let A ∈ (c∞(Λ), c). Then we have LA ∈ C(c∞(Λ), c0) if and only if 3. in Corollary 6.15 holds.
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Similarly as before, we say that an operator L ∈ B(c(Λ), c) is c(Λ)–regular, if limn→∞ Ln(x) = ξ for all
x ∈ c(Λ), where ξ is the c(Λ) limit of x. A matrix A ∈ (c(Λ), c) is said to be c(Λ)–regular, if the operator LA is
c(Λ)–regular.

Now we give a characterization of compact c(Λ)–regular operators.

Corollary 6.18. ([49, Corollary 5.18]) Let L ∈ B(c(Λ), c) be c(Λ)–regular. Then we have L ∈ C(c(Λ), c) if and only
if

lim
n→∞

(
|bn − 1| + ‖An‖C(Λ)

)
= 0. (33)

Similarly, as in the case of wp–regularity in Corollary 6.8, it turns out that a c(Λ)–regular matrix cannot
be a compact operator.

Remark 6.19. ([49, Remark 5.19]) If A is a c(Λ)–regular matrix then LA cannot be compact, since, with bn = 0 for
all n, we have 1 + ‖An‖C(Λ) ≥ 1 , 0 for all n, and so (33) in Corollary 6.18 cannot hold.

Next we study some more Hausdorff measures of noncompactness of matrix operators on cp
0(Λ) for

1 ≤ p < ∞

Theorem 6.20. Let Y be any of the spaces c0, c, c̃0(µ) and c̃(µ). Then the identities and estimates for ‖LA‖χ when
A ∈ (cp

0(Λ),Y) for 1 < p < ∞ can be read from the following table

From
To

cp
0(Λ)

c0 1.
c 2.

c̃0(µ) 3.
c̃(µ) 4.

where

1. [6.20](1.1) ‖LA‖χ = lim
r→∞

∥∥∥A>r<
∥∥∥

(cp
0(Λ),∞)

, where

∥∥∥A>r<
∥∥∥

(cp
0(Λ),∞)

= sup
n≥r

∞∑
ν=0

λk(ν+1)

∣∣∣∣∣∣∣∣∑ν

 ∞∑
j=k

anj

λ j

∣∣∣∣∣∣∣∣
q

1/q

([58, Theorem 5.3 (a)])

2. [6.20](2.1)
1
2
· lim

r→∞

∥∥∥A>r<
∥∥∥

(cp
0(Λ),∞)

≤ ‖LA‖χ ≤ lim
r→∞

∥∥∥A>r<
∥∥∥

(cp
0(Λ),∞)

([58, Theorem 5.3 (b)])

3. [6.20](3.1)



limr→∞ ‖A>r<
‖(cp

0(Λ),c̃0(µ)) ≤ ‖LA‖χ ≤ 4 · limr→∞ ‖A>r<
‖(cp

0(Λ),c̃0(µ)) , where

‖A>r<
‖(c0(Λ),c̃0(µ)) = sup

m≥r

 1
µm

maxN(m,r)

∥∥∥∥∥∥ ∑
n∈N(m,r)

(
µnAn − µn−1An−1

)∥∥∥∥∥∥
Cp(Λ)


and∥∥∥∥∥∥ ∑

n∈N(m,r)

(
µnAn − µn−1An−1

)∥∥∥∥∥∥
Cp(Λ)

=
∞∑
ν=0
λk(ν+1)

∑ν

∣∣∣∣∣∣ ∑
n∈N(m,r)

∞∑
j=k

µnanj − µn−1an−1, j

λ j

∣∣∣∣∣∣q
1/q

( [58, Theorem 5.4 (a)])

4. [6.20](4.1)
1
2
· lim

r→∞

∥∥∥A>r<
∥∥∥

(cp
0(Λ),c̃0(µ))

≤ ‖LA‖χ ≤ lim
r→∞

∥∥∥A>r<
∥∥∥

(cp
0(Λ),c̃0(µ))

([58, Theorem 5.4 (b)]).

Now we establish some identities or estimates for the Hausdorff measures of noncompactness of matrix
operators on the matrix domains of arbitrary triangles in wp

0, wp and wp
∞.

It is well known that every triangle T has a unique inverse S, which is also a triangle, and T(Sx) =
S(Tx) = x for all x ∈ ω ([66, Theorem 1.4.8] and [12, Remark 22 (a)]).
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Theorem 6.21. ([51, Theorem 5.3]) Let X be any of the spaces wp
0 and wp and Y = c0 or Y = c. If A = (ank) is

an infinite matrix, then we write Â = (ânk) for the matrix with ânk =
∑
∞

j=k s jkank for all n and k. Then identities or
estimates for ‖LA‖χ when A ∈ (XT,Y) can be read from the following table

From
To (wp

0)T (wp)T

c0 1. 2.
c 3. 4.

where

1. [6.21](1.1) ‖LA‖χ = lim
r→∞

(
sup
n≥r
‖Ân‖Mp

)

2. [6.21](2.1) ‖LA‖χ = lim
r→∞

(
sup
n≥r

(
‖Ân‖Mp + |ρ(n)

|

))
where ρ(n) = lim

m→∞
W(n)

m e for all n

3. [6.21](3.1)


1
2
· lim

r→∞

(
sup
n≥r

∥∥∥Ân − (α̂k)
∥∥∥
Mp

)
≤ ‖LA‖χ ≤ lim

r→∞

(
sup
n≥r

∥∥∥Ân − (α̂k)
∥∥∥
Mp

)
where α̂k = lim

n→∞
ânk for each k

4. [6.21](4.1)



1
2
· lim

r→∞

(
sup
n≥r

∥∥∥Ân − (α̂k)
∥∥∥
Mp

+

∣∣∣∣∣∣ ∞∑k=0
α̂k − β̂ − ρ(n)

∣∣∣∣∣∣
)
≤ ‖LA‖χ

≤ lim
r→∞

(
sup
n≥r

∥∥∥Ân − (α̂k)
∥∥∥
Mp

+

∣∣∣∣∣∣ ∞∑k=0
α̂k − β̂ − ρ(n)

∣∣∣∣∣∣
)

where β̂ = lim
n→∞

(Âne − ρ(n))

We obtain the following characterizations of compact operators from Theorem 6.21.

Corollary 6.22. ([51, Corollary 5.4]) Let X and Y be any of the spaces of Theorem 6.21. Then if A ∈ (XT,Y) then
the conditions for LA to be compact can be read from the following table

From
To (wp

0)T, (wp
∞)T (wp)T

c0 1. 2.
c 3. 4.

where

1. [6.22](1.1) lim
r→∞

(
sup
n≥r
‖Ân‖Mp

)
= 0 2. [6.22](2.1) lim

r→∞

(
sup
n≥r

(
‖Ân‖Mp + |ρ(n)

|

))
= 0

3. [6.22](3.1) lim
r→∞

(
sup
n≥r

∥∥∥Ân − (α̂k)
∥∥∥
Mp

)
= 0

4. [6.22](4.1) lim
r→∞

sup
n≥r

∥∥∥Ân − (α̂k)
∥∥∥
Mp

+

∣∣∣∣∣∣∣
∞∑

k=0

α̂k − β̂ − ρ
(n)

∣∣∣∣∣∣∣
 = 0.

Remark 6.23. The estimates and identities for the Hausdorff measure of noncompactness of LA when A ∈ ([Cα]p
0,Y),

([Cα]p,Y), ([Cα]p
∞,Y), and the characterizations of the corresponding compact operators are obtained from Theorem

6.21 and Corollary 6.22 with T = Cα−1.

Additional related results on compact operators can be found in [15, 16, 50, 54, 55, 57].
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with their q–norms, Učen. Zap. Kishinevsk. Univ.29 (1957), 29–36
[21] L. S. Gol~denxte�n, A. S. Markus, O mere nekompaktnosti ograniqennyh mno�estv i line�nyh oper-

atorov, V kn.: Issledovanie po algebre i matematiqeskomu analizu, Kixinev: Kart� Moldaven�ske,
1965, s. 45-54.

[22] G. H. Hardy, Divergent Series, Oxford University Press, 1973
[23] M. Fekete, Vizsgalatok a Fourier sorokrol, Math. es termesz. ert., 34 (1916).
[24] T. M. Flett, Some remarks on strong summability, Quart J. of Math. 10 (1959), 115–139
[25] M. Glatfield, On strong Rieszian summability, Proc. Glasgow Math. Assoc. 3 (1957), 123–131
[26] K.–G. Grosse–Erdmann, Strong weighted mean summability and Kuttner’s theorem, J. London Math. Soc. 59,3 (1999), 987–1002
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