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Abstract. Consider the differential equation

—y" + 4y = A’p(x)y, 0<x<oo 1)
with boundary condition

~(@1y(0) = a2y (0)) = A*(B1y(0) = B2/ (0)). )

Here g(x) is a real valued function such that

fm(l + X)|g(x)|dx < o0
0

and p(x) is a real valued piecewise continuous function. It is known that the boundary value problem
(3)-(4) has only finite number of simple negative eigenvalues —u?,---,—u2,(1; > 0) and the half axis
constitutes absolutely continuous spectrum. For normalized eigenfunctions of the problem (3)-(4) we have
the asymptotic formulae as x — oo

uj(x) ~ mje ", ji=1,...,n,
u(A, x) ~ e — §(A)e, —00 <A < oo,
So at infinity behaviour of the radial waves is defined by {S(1) (—c0 < A < o), —yi, mg (k=1...n)}. These

are called scattering data of the (3)-(4) boundary value problem. In this work characteristic properties of
the scattering data will be investigated.

1. Introduction

Consider the differential equation

_y// + q(x)y = /\2p(x)y, O<x< oo (3)
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with boundary condition

~(@1(0) = a2y (0)) = A*(B1(0) = B2y (0)). (4)

Here «;, i are real numbers and y = a1, — a1 > 0, g(x) is a real valued function such that

f (1 +x)lg(x)ldx < oo
0
and p(x) is a real valued piecewise continuous function such that
a’, 0<x<a,
px) = { 1 x>a, ®)

In the case 1 = > = 0, namely when the spectral parameter does not appear in the boundary condition,
the inverse scattering problem for the boundary value problem (3)-(4) when p(x) = 1 was completely solved
in [16, 17, 26, 27]. When p(x) = 1 in (3) with the spectral parameter appearing in the boundary conditions,
the inverse problem on the half-line was considered by Pocheykina-Fedotova [29] according to spectral
function, by Yurko [31-33] according to Weyl function and by Mamedov [18, 19] according to scattering
data. For p(x) # 1, this problem was studied in [1, 2, 8, 15, 18]. Spectral analysis of the problem on the half
line was studied by Fulton [11]. Physical applications of the problem with the linear spectral parameter
appearing in the boundary conditions on the finite interval was also given by Fulton [12]. In finite interval,
inverse spectral problems for Sturm-Liouville operators with linear or nonlinear dependence on the spectral
parameter in the boundary conditions were studied by Chernozhukova and Freiling [5], Chugunova [6],
Rundell and Sacks [30], Guliyev [14], Mamedov and Cetinkaya [21-23], Binding and Browne [3], Browne
and Sleeman [4], McCarthy and Rundell [28] .

The discontinuous version was studied by Gasymov [13] and Darwish [10]. In these papers, solution
of inverse scattering problem on the half line [0, +o0) was reduced to solution of two inverse problems on
the intervals [0, 4] and [4, +o0). This type boundary condition arises from a varied assortment of physical
problems and other applied problems such as the study of heat conduction by Cohen [7] and wave equation
by Yurko [31, 32].

It turns out that the discontinuity of the function p(x) strongly influences the structure of the represen-
tation of the Jost solution and the basic equation of the inverse problem. Similar situation do not arise for
the system of Dirac equations with discontinuous coefficients see, [9, 24, 25].

The function
_1 ] G 4 L (1 1 ) ) ©)
Vp(x) 2 p(x)

is the Jost solution of (3) when g(x) = 0, where u*(x) = +x +/p(x) + a(1 ¥ /p(x)).

It is known from [15, 19] that, for all A from the closed upper half-plane, (3)-(4) has a unique Jost solution
f(x, A) which satisfies the condition

fo(x, A) = % (1 +

Jim f(x, A)e ™ =1 )

and it can be represented in the form

+00

flx, A) = folx, A) + f K(x, t)e'Mdt, 8)

wr(x)

where the kernel K(x, ) satisfies the inequality

f+°° IK(x, )| dt < C(exp (f+°° t |q(t)| dt)), 0 < C = constant 9)
u x

*(x)
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and K(x, t) has first order partial derivatives with respect to both variables. Moreover, as x — co we have
the asymptotic formula

uj(x) ~ miet*, j=1...,n,

u(A, x) ~ e — 5(1)e', —00 < A < 00,

in which the scattering function S(A) is given by

_ (@ +pA)f0,4) = (1 + f1AD)f(O0,A) _ EQ) 10)
(@ + BA)f0,A) - (1 + FADFO,A)  E(A)

where f(x, A) is the Jost solution of (3) given in [20], iy (k = 1,...,n) are the zeros of the function E(A), and
my (k=1,...,n) are the normalized or normalizing numbers given by

S(A)

m = f p(0) |, i)+ [Ba (O, k) — B £, i)
0 )4

So at infinity behaviour of the radial waves is defined by {S(A) (-0 < A < o0), —y]f, my (k =1...n)}. These
are called scattering data of the (3)-(4) boundary value problem. This scattering data is uniquely determines
the potential function g(x).

According to Lemma 2.2 in [20], the equation E(A) = 0 has only finite number of simple roots in the half
plane JA > 0; moreover, these roots lie on the imaginary axis.

The aim of this work is to investigate the continuity of the scattering function S(1) and derive Levinson
formula for the boundary value problem (3), (4)

2. Continuity of the Scattering Function S(A)

We will use the fundamental equation to show that the scattering function S(A) is continuous on
(=00, 00). Equation (11) is called the fundamental equation of the inverse problem of the scattering theory
for the boundary value problem (3)-(4). This equation is different from the classic equation of Marchenko
and we call equation (11) the modified Marchenko equation. As it is seen below that, the discontinuity of the
function p(x) strongly influences the structure of the fundamental equation of the boundary value problem

(3)-(4).

+00 1
F(x,y) + f K(x, t)Fo(t + y)dt + K(x, y) + ————K(x,2a — y) = 0, a
pr(x) 1+ [p(x)
where
1 —+00 . n
o) = 5 [ 1500 =@l Yt @)
h =1
F(x, y) 1 [1 . ]F (v + pt (@) + 1 (1 1 ]F (v + 1 (x)) 13
7 = = 0 _ - ) )
LA 2o
BOD _ pamlagee g o,
Ss(y=1
"0, ity 1 ge-2ilan
f%ﬁmi = —e %M 1e_z,§a§_\T , p2#0

and 7 = (a—1)/(a +1).
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Theorem 2.1. The function S(A) is continuous at all real points A and

_J 1L EQ0=#0,
50) ‘{ 1, E(0)=0. (14)
Proof. Since E(A) # 0for A # 0, S(A) = % is continuous for all A # 0. When E(0) # 0, S(A) is continuous for

A=0and S(0)=1
Now let’s consider the case E(0) =0

E0) = a2f'(0,0) — a1 f(0,0)

= ap |—aK(0,a(1 — a)) + f

a(l-a)

00

K.(0, t)dt] - [1 + f ) K(O, t)dt] =0 (15)
a(l-a)

Writing x = 0 in the fundamental equation (11), we obtain

1 _ 00
KO, y) + —aK(O, 2a-y)+FO,y) + f K(O, t)Fo(t + y)dt =0 (16)
1 +a a(l1-a)
Taking derivative of the fundamental equation with respect to x and writing x = 0, we obtain

1 _ 00
K. (0,y) + ﬁKX(O, 2a—y)+ f K(0, H)Fo(t + y)dt — aK(0,a(1 — a))Fo(a(l —a) + y) + Fx(0,y) =0 (17)
a(l-a)
Multiplying (16) with a; and (17) with a; and subtracting them, we obtain

K (0, y) — a1K(0, y) + % (a2K4(0,2a — y) — 1K(0,2a — y)) +

+ foo (QZKX(OI t) - 0(11((0, t)) FO(t + y)dt + aZFx(Or ]/) - alF(O/ }/)
a(l-a)
—aaK(0,a(1 — a))Fo(a(l —a)+y) =0 (18)

Integrating (18) with respect to y from z to oo

a f (@2K4(0,2a — y) — a1 K(0,2a — y)) dy+

[ (k) - ko) dy+ 15

+ foo (foo (2K (0,5) — a1 K(0, s)) ds)Fo(t+z)dt
a(l-a) z

- %( + 1)Fo(z +a(l — a)) + %(a Dz +a(l +a)) =0 (19)

Let Ki(2) = [ (a2Ky(0,t) — a1 K(0, 1)) dt
We can rewrite (19) as follows

Ki(z) - f( :O )Kl(t)Fo(t +2)dt = ag(z), (0<z< o) (20)

where

1-a 20—z
00 =1ra | @K -mKO )y

+ % [(@ + DFo(z + a(1 - a)) — (@ - DFo(z +a(l + )]
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Hence when E(0) = 0, K;(z) is bounded solution of the equation (20). Bounded solution of this equation
is integrable on the half axis [2(1 — @), ). Now we have

L) I\ iret-a) _ ira(i+a) - it 1+a piha(1-a)
E(A) =iA {— (1 - —) eh1-a) _p Y+ Ky(t)etdt + ap—— @
2iA a [ ] a(1-a) 2

-1 , 1 1\ .
= ap T 4 A faaK(0,a(1 - eI & Ziapy (14 - e

1 1\ . © )
+ 3iABs (1 - —)ve(““) _iA f (B2Kx (0, 1) — B1K (0, 1)) et
a (1 a)
2, at1 piali-a) _ 32 1/\a(1+a) P
+ABy—— " A 52 = iAK(A) (21)
where
1\r : . . . 1+a
K 1- = ila(1-a) _ ida(1+a) f K (t z/\tdt ila(l-a)
A) = 71 ( a)[e e ] + e 1(t)e + e

-1, , 4 1 1),
- ap T M) 4 i aaK(0,a(1 - )™ 4 Zidy (14 )0

+ %m/zz (1 _ i)emﬂﬂm —iA f (B2K:(0, ) — B1K(0, £)) eVt

a(l-a)

12 ‘320‘ +1 pihal=a) _ )2 [32 -1 piha(1+a)
a

Similarly we obtain
E(=A) = —iAK(=A)

Consequently,
s() = -SEA 22)
K(A)
From Lemma 2.1 in [20], we have the identity
2idw(x, A _—
) = T, D - SV, ) 23)

(a2 + p2A?)f(0,A) = (1 + B1A?) f(0, 1)
holds for all real A # 0. Using (21) and (23), we can write

2w(x, A) = KA f(x, A) = SN f(x, )]

and from this we can clearly see that, K(A) # 0. Otherwise w(x,0) = 0, but this is not possible. So S(A) is
continuous at A =0and S(0) = -1. O

3. Levinson Formula

Now, we give the Levinson type formula that expresses the relation between the increment of argument
of S(A) and the number of eigenvalues of boundary value problem (3)-(4)

Theorem 3.1. The following formula is valid:

In S(+0) — In S(+00) S(O)
i +C(B2) - =n, (24)

where

3
C(p) = { N 25)
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Proof. Let us apply argument principle to the E(A) function. This function is regular on the upper half plane
and continuous on the closed half plane JA > 0. When moving from —co to co on the whole real axis and
passing origin from top along with half circle with radius ¢, the change in the argument of E(A) is equal to
number of its pole points times —27:

Ar, argE(A) = 27mn

here T'r. = C; U[-R,-¢] U C; U [¢,R], C; and C; are circles centered at the origin with radius R and ¢
respectively. Orientation on the C}, is positive and on the C; is negative. On JA > 0 and for A — oo

E(A) ~ CoA%“(B) (26)
here Cy is constant and C(f,) is given by (25). From (26), on the half plane A > 0, for A — oo
i {arg | +argEQ)| +arg E(A)|°_°} +CB) =1 27)

On the other hand, on the half plane A > 0, for A — 0

Ci1, E@©) %0,

E() ~ { CA, E(0) = 0. (28)
here Cy and C; are constants. Using this relation

. ¢ | 0, EW©0)=0,

}g% arg E(A) L= { —n, E(0)=0. (29)
For all real A, E(A) = E(=A). From this and (27), for ¢ = 0

1 o0 1 EO0)#0

il — _ 27/ 7

—arg (V)| = 11— C(6) +{ S (30)
or

arg E(A) = 1-5(0)

m |+0 =n-C)+ 4 (31)

Since [S(A)| = 1, arg S(A) = —2arg E(A) and In S(A) = iarg S(A) = —2iarg E(A),

1 o 1-5(0)
~5, A8 S(A) Pl C(B2) + 1
o 1 1-5(0)
2—7_(1, {ln S(+0) —In S(OO)} =n- C(ﬁz) + 1

From that, (24) is obtained. This concludes the proof of the theorem. [

(24) is called Levinson formula for the boundary value problem (3)-(4).
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