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Abstract. In this paper we study some properties of generalized-homogeneous operators. These properties
are applied to find eigen functions and associated functions of some classes of differential operators, as well
as to construct solutions of differential equations of fractional order.

1. Introduction and Problem Statement

Hereinafter, we need the notion of normalized systems of functions, considered in [6]. Now we give
the definition. Let Ω be some domain in the space Rn,n ≥ 1, X be a linear space of functions defined on the
domain Ω. We denote elements of the space X by f (x) and let N0 = N ∪ {0},N is the set of natural numbers.
Assume, that the linear operators L1 and L2, mapping X into X, are given.

Definition 1.1. A system of functions
{
fk(x) : k ∈ N0

}
from X is called f− normalized with respect to (L1, L2) in Ω

with the basis f0(x), if everywhere of this domain the following equalities hold:

L1 f0(x) = f (x), L1 fk(x) = L2 fk−1(x), k ∈ N0, x ∈ Ω.

If L2 = I, where I is the unit operator, then in this case f− normalized system of functions with respect to
(L1, I) has the property:

L1 f0(x) = f (x), L1 fk(x) = fk−1(x), k ∈ N0, x ∈ Ω. (1)

If in (1) , f (x) = 0, then in this case the system of functions fk(x) : k ∈ N0 is called simple normalized
with respect to the operator L1 in Ω.

Let L = d
dt be a differentiation operator of the first order. Then the system of functions fk(t) = tk+s

(k+s)! ,

k ∈ N0, s ≥ 1 are ts−1

(s−1)!− normalized with respect to the operator d
dt in the domain Ω = R. If s = 0, then

the system fk(t) = tk

k! , k ∈ N0 will be simple normalized. Further, in [1],[2],[4] properties of generalized
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exponential functions associated with the Laguerre type derivatives were introduced and investigated. In
particular, in [1] the properties of generalized exponential functions of the following form

∞∑
i=0

tk

(k!)n+1 ,n = 0, 1, ... (2)

were studied. It was proved, that the functions of the form (2) are eigen functions of the operator DnL =
Dt...DtDtD, where D = d

dt , t is n−times multiplied, and the operator D is n + 1− times used. In this paper
we study properties of generalized - homogeneous operators of β order. Using the normalized systems for
these operators, the results of [1],[2],[4] are generalized to the general class of differential operators. We
prove that these solutions are eigen-functions and associated functions of the operator. Moreover, we build
normalized systems for differential operators of fractional order, and discuss application of these systems
to construct solutions of differential equations of fractional order.

2. Construction of Normalized Systems for Generalized Homogeneous Operators and their Applications

In this section we give a technique for constructing normalized systems for certain classes of operators
in one dimensional case.

Definition 2.1. Operator Dβ is called generalized - homogeneous of the β order with respect to the variable t, if

Dβtµ = Cβ,µtµ−β, t ≥ 0, (3)

where 0 < β ≤ µ is a real number, Cβ,µ is a constant.

Let Dβ be a generalized homogeneous operator of the β order, and let for some s = 0, 1, ..., the equality
Dβts = 0 holds. We consider a monomial tβk+s, k = 0, 1, 2, .... Due to (3), we have

Dβtβk+s = Cβ,k,stβk+s−β. (4)

Multiplying both sides of the equality (4) to the monomial t−βk−s+β, we get

Cβ,k,s = t−βk−s+βDβtβk+s.

Let s = 0, 1, ... . Consider the coefficients:

C(β, s, i) =

i∏
k=1

Cβ,k,s ≡
i∏

k=1

(
t−βk−s+βDβtβk+s

)
, i ≥ 1,C(β, s, 0) = 1.

It is easy to show, that for the coefficients C(β, s, i) the following equality holds:

1
C(β, s, i)

=

(
t−βk−sDβtβk+β+s

)
C(β, s, i + 1)

. (5)

Consider the system of functions:

fs,i(t) =
tβi+s

C(β, s, i)
. (6)

Lemma 2.2. Let the operator Dβ be generalized homogeneous of β order with respect to the variable t, and for some
s = 0, 1, ... the equality Dβts = 0 holds. Then the system of functions (6) is 0 − normalized with respect to the operator
Dβ.
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Proof. By the definition of the operator Dβ we have:

Dβtµ = t−µ+βDβtµtµ−β.

Then Dβ fs,0(t) = 0, and for all s = 0, 1, ..., and i ≥ 1 the following equality holds:

Dβ fs,i(t) =
Dβtβi+s

C(β, s, i)
=

(
t−βi+β−sDβtβi+s

)
C(β, s, i)

tβi+s−β.

Further, due to (5), we get: (
t−βi+β−sDβtβi+s

)
C(β, s, i)

=
1

C(β, s, i − 1)
, i ≥ 1.

Consequently,

Dβ fs,i(t) =
tβ(i−1)+s

C(β, s, i − 1)
= fs,i−1(t).

Let the coefficients C(β, s, i) be defined by (6). Consider the function:

ys(t) =

∞∑
i=0

λi tβi+s

C(β, s, i)
. (7)

The following proposition is true.

Theorem 2.3. Let the series (7) be convergent, and it be possible to use the operator Dβ termwise to (7). If there exist
values of the parameter s such that (

t−βi−s+βDβtβi+s
)∣∣∣∣

i=0
= 0,

then at these values of the parameter s the functions ys(x) satisfy the following equation:

Dβy(t) = λy(t). (8)

Proof. Due to Lemma 2.2, the system fs,i(t) = tβi+s

C(β,s,i) is 0 − normalized with respect to the operator Dβ.
Therefore, applying the operator Dβ to the functions ys(x), and considering that the term, when i = 0, by
the condition of Theorem, equals to zero, we have

Dβys(t) =

∞∑
i=1

λiDβ fs,i(t) =

∞∑
i=1

λi fs,i−1(t).

Further, replacing the summation index i to j + 1, we get

Dβys(t) =

∞∑
j=0

λ j+1 fs, j(t) = λ
∞∑
j=0

λ j fs, j(t) = λys(t).

Corollary 2.4. Functions ys(x) at all values of s = 0, 1, ... are eigen functions of the operator Dβ.
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Now we consider the following generalization of the function (7):

ys,p(t) =

∞∑
i=p

λi−p
(

i
p

)
tβi+s

C(β, s, i)
, (9)

where
(

i
p

)
= i!

p!(i−p)! , p = 0, 1, 2, ..., .

It is obvious that ys,0(t) = ys(t). The following proposition is true.

Theorem 2.5. Let the series (9) be convergent, and it be possible to use the operator Dβ − λ termwise to (9). If there
exist values of the parameter s such that (

t−βi−s+βDβtβi+s
)∣∣∣∣

i=0
= 0,

then the functions ys,p(x) at all values of s satisfy the following equations:(
Dβ − λ

)
ys,p(t) = ys,p−1(t), p ≥ 1, (10)

(
Dβ − λ

)
ys,0(t) = 0, (11)

i.e. it forms the normalized by the parameter p. system with respect to the operator Dβ − λ.

Proof. The equality (11) has been proved in Theorem 2.3. Let’s prove the equality (10). Applying the
operator Dβ to the functions ys,p(x), due to normability of the system fs,i(t) = tβi+s

C(β,s,i) , we obtain

Dβys,p(t) =

∞∑
i=p

λi−p
(

i
p

)
Dβ fs,i(t) =

∞∑
i=p

λi−p
(

i
p

)
fs,i−1(t).

Changing the summation index i to j + 1, we get

Dβys,p(t) =

∞∑
j=p−1

λ j−(p−1)

(
j + 1

p

)
fs, j(t).

Consider now the function Dβys,p(t) − ys,p−1(t). By the definition of the functions ys,p−1(t), we have

Dβys,p(t) − ys,p−1(t) =

∞∑
j=p−1

λ j−(p−1)

(
j + 1

p

)
fs, j(t) −

∞∑
j=p−1

λ j−(p−1)

(
j

p − 1

)
fs, j(t)

=

∞∑
j=p−1

λ j−(p−1)

[(
j + 1

p

)
−

(
j

p − 1

)]
fs, j(t).

Further, for
(

j + 1
p

)
−

(
j

p − 1

)
we have

(
j + 1

p

)
−

(
j

p − 1

)
=

(
j
p

)
.

Moreover, if j = p − 1, then(
j + 1

p

)
−

(
j

p − 1

)∣∣∣∣∣∣
j=p−1

=

(
p
p

)
−

(
p − 1
p − 1

)
= 0.
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Therefore,

Dβys,p(t) − ys,p−1(t) =

∞∑
j=p

λ j−(p−1)

(
j
p

)
fs, j(t) = λ

∞∑
j=p

λ j−p
(

j
p

)
fs, j(t) = λys,p(x),

i.e. the following equality holds: (
Dβ − λ

)
ys,p(t) = ys,p−1(t).

Corollary 2.6. By the conditions of Theorem 2.5, the functions ys,p(t) at all values of s = 0, 1, ..., are associated
functions of the operator Dβ.

Corollary 2.7. By the conditions of Theorem 2.5, the functions ys,p(t) at values of p = 0, 1, ...,N − 1 are solutions of
the equation: (

Dβ − λ
)N

y(t) = 0.

Now we discuss some examples of generalized homogeneous operators.

Example 2.8. Let D = d
dt and DnL = Dt...DtDtD, where t is n−times multiplied, and the operator D is n + 1−times

applied. In this case:

DnLtm = mn+1tm−1,

i.e. the given operator is generalized homogeneous of the order 1. It is obvious, that DnLt0 = 0 and

C(1, 0, i) =

i∏
k=1

(
t−k+1DnLtk

)
=

i∏
k=1

kn+1 = (i!)n+1.

Then from Corollary 2.1 and Corollary 2.2 it follows that:

yp(t) =

∞∑
i=p

λi−p
(

i
p

)
ti

(i!)n+1

are eigen functions when p = 0, and associated functions when p ≥ 1 of the operator DnL. Proposition, that y0(t)
is an eigen function for the operator DnL, was proved in [1]. In this case the authors called the function y0(t) as a
generalized exponential, and denote it by en(λt).

Example 2.9. Let D2 = D2t2D2, where D2 = d2

dt2 . In this case D2ts = 0, s = 0, 1, and D2tm = m(m − 1)tm−2,m ≥ 2.
Therefore,

D2tm = D2t2D2tm = m(m − 1)D2tm = m2(m − 1)2tm−2.

Thus, the operator D2 = D2t2D2 is generalized homogeneous of the order 2. For this case

C(2, s, i) =

i∏
k=1

(
t−2k−s+2D2t2k+s

)
=

i∏
k=1

(2k + s)2(2k + s − 1)2.

If s = 0, then

C(2, 0, i) =

i∏
k=1

(2k + s)2(2k + s − 1)2 = 22
· (2 − 1)2

· 42
· (4 − 1)2

· ... · (2i)2(2i − 1)2



B. Turmetov / Filomat 31:13 (2017), 4275–4286 4280

= 22
· 12
· 42
· 32
· ... · (2i)2(2i − 1)2 = 12

· 22
· 32
· 42
· ... · (2i − 1)2(2i)2 = [(2i)!]2.

Analogously, if s = 1, then

C(2, 1, i) =

i∏
k=1

(2k + s)2(2k + s − 1)2 = (2 + 1)2
· (2)2

· ... · (2i + 1)2(2i)2

= 32
· 22
· 52
· 42
· ... · (2i + 1)2(2i)2 = 12

· 22
· 32
· 42
· ... · (2i)2(2i + 1)2 = [(2i + 1)!]2.

Then the functions

y0(x) =

∞∑
i=0

(−λ)i x2i

[(2i)!]2 , y1(x) =

∞∑
i=0

(−λ)i x2i+1

[(2i + 1)!]2

are eigen functions, and

y0,p(x) =

∞∑
i=p

(−λ)i−p
(

i
p

)
x2i

[(2i)!]2 ,

y1,p(x) =

∞∑
i=p

(−λ)i−p
(

i
p

)
x2i+1

[(2i + 1)!]2 , p ≥ 1

are associated functions of the operator D2.
Since

∞∑
i=0

(−1)i x2i

(2i)!
= cos x,

∞∑
i=0

(−1)i x2i+1

(2i + 1)!
= sin x,

then obtained functions generalize the trigonometrical functions sin x and cos x. We denote them by sin2x, cos2x, i.e.

cos2(x) =

∞∑
i=0

(−1)i x2i

[(2i)!]2 , sin2(x) =

∞∑
i=0

(−1)i x2i+1

[(2i + 1)!]2 .

These functions coincide with the generalized trigonometrical functions, obtained in [2].

Example 2.10. Let Dα = DαtαDα, where m − 1 < α ≤ m,m = 1, 2, ..., Dα =RL Jm−α dm

dtm ,

RL Jα f (t) =
1

Γ(α)

t∫
0

(t − τ)α−1 f (τ)dτ, α > 0.

We apply the operator Dα to functions of the form tr, r ≥ 0. By the definition, Dαtr = Jm−α dm

dtm tr. It is clear that
Dαtr = 0, r = 0, 1, ...,m − 1.

If r > m − 1, then

Dαtr = Jm−α dm

dtm tr =
Γ(r + 1)

Γ(r + 1 − α)
tr−α.

Further, we consider the operator of the form Dα,n = Dαtα...DαtαDαtαDα, where tα is n−times multiplied, and the
operator Dα is n + 1−times applied. Then

Dα,1tr = DαtαDαtr =
Γ(r + 1)

Γ(r + 1 − α)
Dαtr = γ2

r−αtr−α,
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Dα,ntm = Dαtα...DαtαDαtαDαtm = γn+1
m,α tm−α,

where γk
r,α =

[
Γ(r+1)

Γ(r+1−α)

]k
. Thus, the operator Dα,n is generalized homogeneous of the α order. Now we construct the

functions ys,p(x). To do this, we find the coefficients C(α, s, i). For this case we choose r = αk + s, s = 0, 1, ..., p − 1.

C(α, s, i) =

i∏
k=1

(
t−αk−s+αDα,ntαk+s

)
=

i∏
k=1

[
Γ(αk + s + 1)

Γ(αk + s + 1 − α)

]n+1

=

[
Γ(α + s + 1)

Γ(s + 1)
Γ(2α + s + 1)
Γ(α + s + 1)

...
Γ(αi + s + 1)

Γ(α(i − 1) + s + 1)

]n+1

=

[
Γ(αi + s + 1)

Γ(s + 1)

]n+1

.

For convenience, one can waive the requirement C(α, s, i) = 1, and consider the coefficients C(α, s, i) = Γn+1(αi +
s + 1). Then, functions of the following form:

ys,p(x) =

∞∑
i=p

λi−p
(

i
p

)
tαi+s

Γn+1(αi + s + 1)

in the case p = 0 at all s = 0, 1, ...,m − 1 will be eigen functions, and in the case p ≥ 1 associated functions of the
operator Dα,n.

If α = m is integer, then

Γ(αi + s + 1)
Γ(s + 1)

=
Γ(mi + s + 1)

Γ(s + 1)
=

(mi + s)!
s!

and therefore,

ys,p(t) =

∞∑
i=p

λi−p
(

i
p

)
(s!)n+1

[(mi + s)!]n+1 tmi+s.

In the case m = 1 we get that s = 0, and obtain the function

y0,0(t) =

∞∑
i=0

λi ti

[i!]n+1 = en(λt),

is considered in Example 2.8.

Example 2.11. For any α > 0 we consider the following integral operator of fractional order in Hadamard sense:

H Jα f (t) =
1

Γ(α)

t∫
0

(
ln

t
τ

)α−1
f (τ)

dτ
τ
.

Let m − 1 < α ≤ m,m = 1, 2, ..., δ = t d
d , δ

k = δ
(
δk−1

)
and HCDα=H Jm−αδm be Hadamard - Caputo type operator

of differentiation. It is easy to show, that the equalities HCDαt0 = 0 and HCDαtk = kαtk, k ≥ 1. hold.
Consider the operator Dα,1 = d

dt ·HCDα. Then,

Dα,1t0 = 0,Dα,1tk = kα+1tk−1, k ≥ 1.

This operator will be generalized homogeneous of the order 1, and
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C(α, 0, i) =

i∏
k=1

kα+1 = (i!)α+1.

Due to Corollary 2.4, eigen function of this operator has the form:

y0(t) =

∞∑
i=0

λi ti

(i!)α+1 , (12)

Some properties of the functions (12) have been studied in [4].
Corollary 2.6 implies that in the case p ≥ 1 the functions

ys,p(t) =

∞∑
i=p

λi−p
(

i
p

)
ti

(k!)α+1

are associated functions of the operator Dα,1.

3. Application of Normalized Systems to Solve Differential Equations of Fractional Order

Let m − 1 < α ≤ γ ≤ m,m = 1, 2, ... . Consider the operator:

Dα,γ f (t)=RL J(γ−α)
·

dm

dtm ·RL J(m−γ) f (t), t > 0.

In the case m = 1 this operator was introduced in [3], and it generalizes well known differentiation
operators of fractional order. In particular, Dα,α =RL Dα is the operator of differentiation of fractional
order in Riemann - Liouville sense, Dα,m=CDα is the operator of differentiation in Caputo sense, and if
γ = β(m − α) + α, 0 < β ≤ 1, then Dα,γ = Dα,β

− is the Hilfer operator [5].
It is easy to show, that the system of functions

fs,i(t) =
tiα+s

Γ(iα + s + 1)
, i ∈ N0

at all values of s = γ− 1, γ− 2, ..., γ−m is 0-normalized with respect to the operator Dα,γ. Then the following
proposition is true.

Theorem 3.1. Let m − 1 < α ≤ γ ≤ m,m = 1, 2, ..., s = γ − 1, ..., γ −m. Then the functions

ys,p(t) =

∞∑
i=0

λi−p tiα+s

Γ(iα + s + 1)

for all values of p = 0, 1, ...,N − 1 are solutions of the following equation of fractional order:

(Dα,γ
− λ)N y(t) = 0, t > 0. (13)

The proof of the theorem follows from Corollary 2.7. Convergence of the corresponding series can be
checked by using d’Alembert’s test and the properties of the gamma function.

Now we give an example to f− normalized with respect to the operator Dα,γ system and construct a
solution of the inhomogeneous equation

(Dα,γ
− λ)N y(t) = f (t), t > 0. (14)

Note, that the operator method of constructing the solution of the equation (14) in the case γ = β(m −
α) + α, 0 < β ≤ 1 had previously been studied in [7],[8].
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Let

Ep
α,α(λ, t) =

∞∑
i=p

λi−p
(

i
p

)
tiα

Γ(iα + α)
, p = 0, 1, ....

Consider the following function

yp( f )(t) =

t∫
0

(t − τ)α−1Ep
α,α(−λ(t − τ)α) f (τ)dτ. (15)

Theorem 3.2. Let m−1 < α ≤ γ ≤ m,m = 1, 2, ... . Then functions yp( f )(t), p = 0, 1, ... form f− normalized system
with respect to the operator Dα,γ

− λ, i.e. the following equality holds:

{
(Dα,γ

− λ) y0( f )(t) = f (t),
(Dα,γ

− λ) yp( f )(t) = fp−1(t), p ≥ 1 (16)

Proof. When p = 0 the function E0
α,α(−λ(t − τ)α) coincides with the Mittag - Leffler type operator , i.e.

E0
α,α(−λ(t − τ)α) =

∞∑
i=0

(−λ)i tiα

Γ(αi + α)
.

Then the equality (16) for the case p = 0 is proved, as in the case of Riemann - Liouville operator. Indeed,

Jm−αy0( f )(t) =
1

Γ(m − α)

t∫
0

(t − τ)m−α−1y0( f )(τ)dτ

=
1

Γ(m − γ)

t∫
0

(t − τ)m−γ−1

τ∫
0

(τ − ξ)α−1Eα,α(λ(τ − ξ)α) f (ξ)dξdτ

=
1

Γ(m − γ)

t∫
0

f (ξ)

t∫
ξ

(t − τ)m−γ−1(τ − ξ)α−1Eα,α(λ(τ − ξ)α)dτdξ

We calculate the inner integral. Using representation of the function Eα,α, we have

t∫
ξ

(t − τ)m−γ−1(τ − ξ)α−1Eα,α(λ(τ − ξ)α)dτ

=

∞∑
i=0

λi

Γ(αi + α)

t∫
ξ

(t − τ)m−γ−1(τ − ξ)αi+α−1dτ

=

∞∑
i=0

λi−p(t − ξ)αi+α+m−γ−1

Γ(αi + α)

1∫
0

(1 − θ)m−γ−1θαi+α−1dθ

= Γ(m − γ)
∞∑

i=0

λi(t − ξ)αi+α+m−γ−1

Γ(αi + α + m − γ)
.
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Therefore,

Jm−γy0( f )(t) =

t∫
0

∞∑
i=0

λi(t − ξ)αi+α+m−γ−1

Γ(αi + α + m − γ)
f (ξ)dξ

=

t∫
0

(t − ξ)m−γ−1Eα,α (λ(t − ξ)α) f (ξ)dξ.

Further,

dm−1

dtm−1 Jm−γy0( f )(t) =
dm−1

dtm−1

t∫
0

∞∑
i=0

λi(t − ξ)αi+α+m−γ−1

Γ(αi + α + m − γ)
f (ξ)dξ

=

t∫
0

f (ξ)
∞∑

i=0

λi(αi + α + m − γ − 1)...(αi + α + 1 − γ)
(t − ξ)αi+α−γ

Γ(αi + α + m − γ)
dξ

=

t∫
0

f (ξ)
∞∑

i=0

λi (t − ξ)αi+α−γ

Γ(αi + α + 1 − γ)
dξ.

Here we note, that, since α > m − 1 , then α − γ > m − 1 − γ > −1, i.e. integral from the functions
(t − ξ)αi+α−γ converges. Further,

Jγ−α
dm

dtm Jm−γy0( f )(t) =

t∫
0

(t − τ)γ−α−1

Γ(γ − α)
d

dτ


τ∫

0

f (ξ)
∞∑

i=0

λi(τ − ξ)αi+α−γ

Γ(αi + α + 1 − γ)
dξ

 dτ

We represent the last integral in the following form:

Jγ−α
dm

dtm Jm−γy0( f )(t) =

=
1

Γ(γ − α)
d
dt

t∫
0

(t − τ)γ−α

γ − α
d

dτ


τ∫

0

f (ξ)
∞∑

i=0

λi (τ − ξ)αi+α−γ

Γ(αi + α + 1 − γ)
dξ

 dτ

Further, taking integral by parts, we obtain

Jγ−α
dm

dtm Jm−γy0( f )(t)= d
dt

 1
Γ(γ−α)

t∫
0

(t − τ)γ−α−1

 τ∫
0

f (ξ)
∞∑

i=0
λi (τ−ξ)αi+α−γ

Γ(αi+α+1−γ) dξ

 dτ


=

∞∑
i=0

λiΓ(γ − α)Γ(αi + α + 1 − γ)
Γ(γ − α)Γ(αi + α + 1 − γ)Γ(αi + 1)

d
dt


t∫

0

(t − ξ)αi f (ξ)dξ

 = f (t)

The case p ≥ 1 can be checked analogously. Indeed, let p ≥ 1. Then, applying the operator Jm−γ to the
functions yp

(
f
)

(t), we have

Jm−αyp( f )(t) =
1

Γ(m − α)

t∫
0

(t − τ)m−α−1yp( f )(τ)dτ
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=
1

Γ(m − γ)

t∫
0

f (ξ)

t∫
ξ

(t − τ)m−γ−1(τ − ξ)α−1Ep
α,α(λ(τ − ξ)α)dτdξ

We calculate the inner integral. Using the representation of the function Ep
α,α, we have

t∫
ξ

(t − τ)m−γ−1(τ − ξ)α−1Ep
α,α(λ(τ − ξ)α)dτ

=

∞∑
i=p

λi−p

Γ(αi + α)

(
i
p

) t∫
ξ

(t − τ)m−γ−1(τ − ξ)αi+α−1dτ

=

∞∑
i=p

(
i
p

) 1∫
0

(1 − θ)m−γ−1θαi+α−1dθ
λi−p(t − ξ)αi+α+m−γ−1

Γ(αi + α)

= Γ(m − γ)
∞∑

i=p

(
i
p

)
λi−p(t − ξ)αi+α+m−γ−1

Γ(αi + α + m − γ)
.

Hence,

Jm−γyp( f )(t) =

t∫
0

f (ξ)
∞∑

i=p

(
i
p

)
λi−p(t − ξ)αi+α+m−γ−1

Γ(αi + α + m − γ)
dξ

=

t∫
0

(t − ξ)m−γ−1Ep
α,α (λ(t − ξ)α) f (ξ)dξ.

Further,

dm−1

dtm−1 Jm−γ fp(t) =
dm−1

dtm−1

t∫
0

f (ξ)
∞∑

i=p

(
i
p

)
λi−p(t − ξ)αi+α+m−γ−1

Γ(αi + α + m − γ)
dξ

=

t∫
0

f (ξ)
∞∑

i=p

λi−p
(

i
p

)
(t − ξ)αi+α−γ

Γ(αi + α + 1 − γ)
dξ.

Finally,

Jγ−α
dm

dtm Jm−γyp( f )(t) =
1

Γ(γ − α)

t∫
0

(t − τ)γ−α−1 dm

dτm Jm−γyp( f )(τ)dτ

=

t∫
0

∞∑
j=p−1

λ j−(p−1)

(
j + 1
p

)
(t − ξ)α j+α−1

Γ(α j + α)
f (ξ)dξ.
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Thus,

Dα,γyp( f )(t) =

t∫
0

 ∞∑
i=p−1

λi−(p−1)

(
i + 1
p

)
(t − ξ)αi+α−1

Γ(αi + α)

 f (ξ)dξ.

Then

Dα,γyp( f )(t) − yp−1( f )(t) =

t∫
0

∞∑
i=p−1

(
i + 1
p

)
λi−(p−1)(t − ξ)αi+α−1

Γ(αi + α)
f (ξ)dξ

=

t∫
0

∞∑
i=p

(
i
p

)
λi−(p−1)(t − ξ)αi+α−1

Γ(αi + α)
f (ξ)dξ == λ

t∫
0

∞∑
i=p

(
i
p

)
λi−p(t−ξ)αi+α−1

Γ(αi+α) f (ξ)dξ = λ fp(t).

So,

Dα,γyp( f )(t) − yp−1( f )(t) = λyp( f )(t),

i.e., at all values of p = 1, 2, ... the following equalities hold:

(Dα,γ
− λ) yp( f )(t) = yp−1( f )(t).
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