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Abstract. Recent study has shown great interest in the existence of center for planar differential systems.
Sufficient conditions have been given for a critical point of some polynomial systems to be a center. However,
it is challenging to generalize these results to higher-order or non-polynomial systems by traditional
methods. In this paper, we tackle the problem by studying the equivalence of differential systems using
the Mironenko’s method. Our method includes the construction of RF- integrals for the rational differential
equations, we give some new criterions for two differential equations to be equivalent. Applying these
results to the study of center of planar differential systems, we generalize the conclusions made in existing
literature for a specific polynomial system to a wide range of higher-order polynomial or non-polynomial
systems.

1. Introduction and Preliminaries

In this paper, we consider the rational differential equations of the form

dr
dθ

=

∑n
i=0 bi(θ)ri∑n
i=0 ai(θ)ri

r. (1.1)

The main reason why we are interested in these equations is that they are closely related to planar polynomial
system:{

x′ = P(x, y)
y′ = Q(x, y), (1.2)

where P(x, y) and Q(x, y) are polynomials of degree n + 1 with respect to x, y. To see this, let us note that
the phase curves of (1.2) near the origin (0, 0) in polar coordinates x = r cosθ , y = r sinθ are determined by
(1.1), where ai(θ) and bi(θ) (i = 0, 1, 2, ...,n) are polynomials in cosθ and sinθ. Since the limit cycles of (1.2)
correspond to 2π-periodic solutions of (1.1), the planar vector field (1.2) has a center at (0,0) if and only if
equation (1.1) has a center at r = 0, i.e., all the solutions nearby are 2π-periodic[1, 3–5, 11]. As usual, we
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often apply the method of Lyapunov to study center-focus problem. A new technique recently developed
by Christopher. Invariant algebraic curves are sought and appropriate Dulac functions constructed [3, 11].
But for high-order polynomial systems and non-polynomial systems, to give the center conditions is very
difficult. Necessary and sufficient conditions are known for very few classes of systems. There are well-
known conditions for quadratic systems [4] and the problem has been resolved for systems in which P and
Q are cubic polynomials without quadratic terms [1, 5].

In the following, we will apply a new method ( Mironenko’s reflecting function [7]) to study the
qualitative behavior of solutions of the differential systems, and derive some sufficient conditions for a
critical point of the certain non-polynomial differential systems and some high-order polynomial systems,
to be a center. According to our method, if we know the qualitative behavior of the periodic solutions of
(1.2), then we know the qualitative behavior of the periodic solutions of the equivalent system:{

x′ = D(x, y)P(x, y) + α(x, y)R(x, y)x,
y′ = D(x, y)Q(x, y) + α(x, y)R(x, y)y. (1.3)

In this paper, in sections 2, we improve the conclusion of Mironenko [8] by using the even and odd
algebraic integrals and give some new sufficient conditions under which two differential systems are
equivalent in the sense of coincident reflecting function. In section 3, we study the structure of the
RF-integrals of the rational differential equations and get their RF-integrals which are rational fractional
functions not polynomial functions. In section 4, we present the sufficient conditions for two differential
equations to be equivalent and derive some sufficient conditions for a critical point of the certain polynomial
differential systems and their infinite equivalent planar systems, to be a center.

Now, we simply introduce the concept of the reflecting function, which will be used throughout the rest
of this article.

Consider differential system

x′ = X(t, x), (t ∈ I ⊂ R, x ∈ D ⊂ Rn, 0 ∈ I) (1.4)

which has a continuously differentiable right-hand side and general solution φ(t; t0, x0).

Definition 1.1. [7] For system (1.4), F(t, x) := φ(−t, t, x) is called its Reflecting function(RF).

If system (1.4) is 2ω-periodic with respect to t, and F(t, x) is its reflecting function, then T(x) := F(−ω, x) =
φ(ω;−ω, x) is the Poincaré mapping of (1.4) over the period [−ω,ω]. Thus, the solution x = φ(t;−ω, x0) of
(1.4) defined on [−ω,ω] is 2ω-periodic if and only if x0 is a fixed point of T(x).

Lemma 1.2. [7] A differentiable function F(t, x) is a reflecting function of system (1.4) if and only if it is a solution
of the Cauchy problem

Ft + FxX(t, x) + X(−t,F) = 0,F(0, x) = x. (1.5)

This implies that sometimes for non-integrable periodic systems we can find out its Poincaré mapping.
If, for example, X(t, x) + X(−t, x) = 0, then T(x) = x.

Definition 1.3. [7] If the reflecting functions of two differential systems are coincident in their common domain,
then these systems are said to be Equivalent.

All the equivalent 2ω-periodic systems have a common Poincaré mapping over the period [−ω,ω], and
the qualitative behavior of the periodic solutions of these systems are the same. By this one can study
the qualitative behavior of the solutions of a complicated system by using a simple differential system.
Unfortunately, in general, it is very difficult to find out the reflecting function of (1.4). How to judge
two systems are equivalent when we do not know their reflecting function? This is a very important
and interesting problem! Mironenko in [7–9] has studied it and obtained some valuable and interesting
conclusions. In this paper, we will improve their results and get some new sufficient conditions under
which the differential equations are equivalent.
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Definition 1.4. If ∆(t, x) is a non-zero solution of the partial differential system

∆t(t, x) + ∆x(t, x)X(t, x) − Xx(t, x)∆(t, x) = 0, (1.6)

then ∆(t, x) is called RF-integral of (1.4).

By [8], we know

Theorem 1.5. [8] If ∆(t, x) is the RF-integral of (1.4), then the system (1.4) is equivalent to the system

x′ = X(t, x) + β(t)∆(t, x),

where β(t) is an arbitrary odd continuous scalar function.

There are many papers which are also devoted to investigations of qualitative behavior of solutions of
the differential systems by help of reflecting functions[2, 6–10, 12–16].

In this paper, we will discuss the qualitative behavior of solutions of the fractional differential equation
(1.2) which has a continuously differentiable right-hand side, and has a unique solution for their initial
value problem in a neighborhood of the origin.

2. Odd and Even Algebraic Integrals and Equivalence

Definition 2.1. If δ(t, x) is a continuously differentiable scalar function and for any solution x(t) of (1.4), δ(t, x(t)) =
δ(−t, x(−t)), then this function is called Even algebraic integral of (1.4). If δ(t, x(t)) + δ(−t, x(−t)) = 0, then δ(t, x)
is called Odd algebraic integral of (1.4).

Remark 2.2. If u(t, x) = c ( c is a constant) is the first-integral of (1.4), then for any differentiable function φ(t, x)
such that φ(t, x) = φ(−t, x), φ(t,u) is the even algebraic integral of (1.4) and α(t)φ(t,u(t, x)) is the odd algebraic
integral of (1.4), where α(t) is an arbitrary odd function.

Lemma 2.3. Suppose that

δt(t, x) + δxX(t, x) = f (t, δ(t, x)) (2.1)

and f (t, δ) is a continuously differentiable odd function with respect to t. Then δ(t, x) is the even algebraic integral of
(1.4).

Proof. Denoting δ := δ(t, x(t)), δ̄ := δ(−t, x(−t)). It is easy to check that δ and δ̄ are the solutions of (2.1) and
at t = 0 they are equal, by the uniqueness of the solutions of the initial value problem of (2.1), we get δ = δ̄.
Thus the proof is finished.

Theorem 2.4. If ∆(t, x) is the RF-integral of (1.4), δ(t, x) is an odd algebraic integral of (1.4), then (1.4) is equivalent
to the system

x′ = X(t, x) + δ(t, x)∆(t, x). (2.2)

Proof. Let F(t, x) be the reflecting function of (1.4). By (1.5) we have

Ft + FxX(t, x) + X(−t,F) = 0, F(0, x) = x.

As ∆(t, x) is the RF-integral of (1.4), by lemma 1 of [8], we get Fx∆(t, x) = ∆(−t,F(t, x)), thus

Ft + Fx(X + δ(t, x)∆(t, x)) + X(−t,F) + δ(−t,F)∆(−t,F) =

= Fxδ(t, x)∆(t, x) + δ(−t,F)∆(−t,F) =

= δ(t, x)(Fx∆(t, x) − ∆(−t,F(t, x)) = 0,

hence, F(t, x) is the reflecting function of (2.2), too. Therefore, the systems (1.4) and (2.2) are equivalent.
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Similarly, we get the following conclusions.

Theorem 2.5. If ∆(t, x) is the RF-integral of (1.4), δ(t, x) is an even algebraic integral of (1.4), α(t, x) is an arbitrary
continuously differentiable scalar odd function with respect to t, then the system (1.4) is equivalent to the system

x′ = X(t, x) + α(t, δ(t, x))∆(t, x).

Remark 2.6. By lemma 2.3 follows that if ∆(t, x) is the RF-integral of (1.4) and δ(t, x) is the solution of (2.1), then
the conclusion of theorem 2.5 holds.

Theorem 2.7. If ∆(t, x) is the RF-integral of (1.4), u(t, x) = c (c is a constant) is the first integral of (1.4), α(t,u) is
an arbitrary continuously differentiable scalar odd function with respect to t, then (1.4) is equivalent to the system

x′ = X(t, x) + α(t,u(t, x))∆(t, x). (2.3)

Remark 2.8. If in theorem 2.4 taking δ(t, x) = β(t), or in theorem 2.5 or theorem 2.7 taking α(t,u) = β(t), β(t) is an
arbitrary scalar odd continuous function, then from one of these three theorems can follow the result of theorem 1.5.
That is said, our conclusions improve the result of Mironenko’s[8].

Example 2.9. If xψx + yψy = 2ψ, then the differential system{
x′ = y + xψ(x, y),
y′ = −x + yψ(x, y) (2.4)

has a first integral u = t − arctan y
x and RF-integral ∆ = (x(x2 + y2), y(x2 + y2))T. By theorem 2.7, this system is

equivalent to the system {
x′ = y + xψ(x, y) + α(t, φ(t, t − arctan y

x ))x(x2 + y2),
y′ = −x + yψ(x, y) + α(t, φ(t, t − arctan y

x ))y(x2 + y2),

where α(t,u) is an arbitrary continuously differentiable odd function with respect to t, φ(t,u) is a continuously
differential even function with respect to t.

If taking φ(t,u) = u, α(t,u) = β(t) cos2 u = β(t) (x sin t+y cos t)2

x2+y2 , then the system (2.4) is equivalent to the system{
x′ = y + xψ(x, y) + β(t)x(x sin t + y cos t)2,

y′ = −x + yψ(x, y) + β(t)y(x sin t + y cos t)2,
(2.5)

where β(t) is an arbitrary differentiable odd scalar function. Furthermore, if β(t) is 2π-periodic, then the qualitative
behavior of the periodic solutions of the systems (2.4) and (2.5) are the same.

3. The Structure of the RF-Integrals of the Rational Equations

In this section, we will discuss the structure of the RF-integral of the following rational differential
equation

x′ =

∑m
i=0 bi(t)xi∑n
i=0 ai(t)xi

=
B
A
. (3.1)

It has a continuously differentiable right-hand side and the solutions of the initial value problems exist and
unique. A and B are relatively prime polynomials with respect to x , A , 0 and an , 0 (n ≥ 1) near the point
x = 0 for all t ∈ R.

In this section, the notation (A,B) = 1 means that A and B are relatively prime polynomials with respect
to x , A | B means that B is divisible by A, A - B denotes that B is not divisible by A.
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By the definition 1.4, we know that if function ∆(t, x) is a solution of the following partial differential
equation

∆t(t, x) + ∆x(t, x)
B
A
− (

B
A

)x∆(t, x) = 0, (3.2)

then ∆(t, x) is the RF-integral of (3,1).

Theorem 3.1. If ∆(t, x) is the RF-integral of (3.1), then ∆(t, x) can not be a polynomial function with respect to x.

Proof. On the contrary, if the present conclusion is not correct. Suppose ∆(t, x) is a polynomial of degree k
with respect to x, by (3.2) we get

A(A∆t + ∆xB − Bx∆) = −AxB∆, (3.3)

As (A,B) = 1, (3.3) implies that A | Ax∆.
Case 1 (A,Ax) = 1. From (3.3) follows that A | ∆. So ∆ = AkW, k ≥ 1,A - W, W is a polynomial function

with respect to x. Substituting ∆ = AkW into (3.3) we get

A(kAtW + AWt + WxB − BxW) = −(k + 1)AxBW,

it implies that A |W. This is contradictory with the above hypothesis. Thus, ∆ is not a polynomial function
with respect to x.

Case 2. (A,Ax) , 1. Let A = Ak1
1 Ak2

2 · · ·A
kl
l ,
∑l

i=1 ki = n, ki (i = 1, 2, ..., l) are positive integers, (Ai,A j) =
1, (Ai,Aix) = 1 (i , j, i, j = 1, 2, ..., l), the polynomials Ai(i = 1, 2, ...l) can not be factored. As (A,Ax) , 1, so,
there is at least one ki > 1(1 ≤ i ≤ l). We might assume that k1 > 1, thus

Ax = Ak1−1
1 G, G = k1A1xΦ + A1Φx, Φ := Ak2

2 Ak3
3 · · ·A

kl
l .

Obviously, it implies that (A1,G) = 1.
Substituting them into (3.3) and dividing by Ak1−1

1 , we get

A1Φ(A∆t + ∆xB − Bxδ) = −GB∆, (3.3’)

As (A1,B) = 1, (A1,G) = 1, so A1 | ∆. Let ∆ = Ak
1D, A1 - D, (k ≥ 1). Substituting it into (3.3’) and dividing by

Ak
1, we obtain

A1(Φ(Ak1−1
1 Φ(kA1tD + A1Dt) + DxB − BxD) + BDΦx) = −BD(k1 + k)A1xΦ,

it implies that A1 | D, this is contradictory with the above hypothesis. Thus, the present theorem is correct.
The proof is finished.

Theorem 3.2. If R and S are relatively prime polynomials with respect to x, ∆ =
R(t,x)
S(t,x) is a rational fractional

RF-integral of (3.1), then S(t, x) = A(t, x)D(t, x) and (A,D) = 1, where D is a polynomial with respect to x.

Proof. Suppose ∆ = R
S is the RF-integral of (3.1), using (3.2) we get

A[A(RtS − StR) + B(RxS − SxR) − BxRS] = −AxBRS. (3.4)

As (A,B) = 1, so A | AxRS.
Case 1. (A,Ax) = 1. From (3.4) follows A | RS.
10. If (A,S) = 1, then A | R and R = AkG, A - G, where G is a polynomial with respect to x, k is a positive

integer. Substituting it into (3.4) and dividing by Ak, we get

A[kAtG + AGtS − StAG + B(GxS − SxG) − BxSG] = −(k + 1)BGSAx,
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it implies that A | BGSAx, as (A,Ax) = 1, (A,B) = 1, (A,S) = 1, so A | G . This is contradictory to the previous
hypothesis. Thus (A,S) , 1.

20. If (A,R) = 1, then A | S. Because (A,Ax) = 1, so A can be expressed as A = A1A2 · · ·Al, (Ai,A j) =
1, (Ai,Aix) = 1 (i , j, i, j = 1, 2, ..., l). Let S = Am1

1 Am2
2 · · ·A

ml
l D, (Ai,D) = 1 ,mi (i = 1, 2, ..., l) are positive

integers. Substituting them into (3.4) and dividing by factor Am1
1 Am2

2 · · ·A
ml
l we get

A[RtAD − RADt − AD(m1A1tA2 · · ·Al + m2A1A2tA3 · · ·Al + ... + mlA1A2 · · ·Alt)+

+B(RxD − RDx) − BxRD] =

RDB((m1 − 1)A1xA2 · · ·Al + (m2 − 1)A1A2xA3 · · ·Al + ... + (ml − 1)A1A2 · · ·Alx).

As (A,Ax) = 1, (A,B) = 1, (A,R) = 1, (A,D) = 1, from the above relation implies mi = 1 (i = 1, 2, ..., l), i.e.,
S = AD, (A,D) = 1. Therefore, the conclusion of the present theorem is correct.

30. If (A,S) , 1 and (A,R) , 1. Let A = A1A2, (A1,A2) = 1,A1 | S,A2 | R, (A1,A1x) = 1, (A2,A2x) = 1. Then
R = Ak

2G, A2 - G, k is a positive integer. Substituting it into (3.4) and dividing by the factor Ak
2 we get

A2[A2
1(kA2tGB + A2SGt − A2StG) + A1B(GxS − SxG) + SG(A1xB − BxA1)] =

= −(k + 1)A2xSBA1G,

it implies that A2 | A2xSBGA1. As (A2,A2x) = 1, (A2,A1) = 1, (A2,B) = 1, (A2,S) = 1, so A2 | G, this is
contradictory to the previous hypothesis. Thus A | S, i.e., S = AD, (A,D) = 1.

Case 2. (A,Ax) , 1. Let A = Ak1
1 Ak2

2 · · ·A
kl
l ,
∑l

i=1 ki = n, ki ≥ 1, (Ai,A j) = 1, (Ai,Aix) = 1 (i , j, i, j = 1, 2..., l),
the polynomials Ai(i = 1, 2, ...l) can not be factored. As (A,Ax) , 1, so, there is at least one ki > 1(1 ≤ i ≤ l).
Thus

Ax = Ak1−1
1 Ak2−1

2 · · ·Akl−1
l G,

G = k1A1xA2...Al + k2A1A2x · · ·Al + · · · + klA1...Al−1Alx.

Obviously, it implies that (Ai,G) = 1, (i = 1, 2, ..., l). Substituting them into (3.4) and dividing by the factor
Ak1−1

1 Ak2−1
2 · · ·Akl−1

l , we obtain

Ǎ[A(RtS − StR) + B(RxS − SxR) − BxRS] = −BRSG,

where
Ǎ = A1A2A3 · · ·Al.

As (Ai,B) = 1, (Ai,G) = 1, so Ǎ | RS.
10. If (Ǎ,S) = 1, Ǎ | R. Let R = Am1

1 Am2
2 · · ·A

ml
l Ψ, (Ai,Ψ) = 1,mi (i = 1, 2, ..., l) are positive integers. In

the similar way as case 2 of theorem 3.1, we can prove that Ai | Ψ, this is contradictory to the previous
hypothesis .

20. If (Ǎ,R) = 1, Ǎ | S. Let S = Am1
1 Am2

2 · · ·A
ml
l D, (Ai,D) = 1,mi (i = 1, 2, ..., l) are positive integers. Similar

as case 1 of the above and theorem 3.1, we can prove that mi = ki, (i = 1, 2, ..., l), thus, S = AD, (A,D) = 1 and
the result of the present theorem is correct.

30. If (Ǎ,R) , 1, (Ǎ,S) , 1, similar as the case 1 of the above, we can prove S = AD, (A,D) = 1.
In summary, the proof is completed.

4. On the RF-Integrals of dx
dt =

b0(t)+b1(t)x
a0(t)+a1(t)x x

Consider the rational differential equation

dx
dt

=
b0 + b1x
a0 + a1x

x =
B
A

x, (4.1)

where ai = ai(t), bi = bi(t) (i = 0, 1) are continuously differentiable functions and a0b1 − a1b0 , 0, a0a1 , 0, A =
a0 + a1x, B = b0 + b1x.

By section 3, we know the equation (4.1) has the RF-integral in the form of ∆ = R
AD x. Thus, in this section

we will discuss under which conditions this rational fractional function is the RF-integral of (4.1).
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Theorem 4.1. Suppose that functions vk(k = 0, 1, 2, ...,n) are the solutions of the following linear differential systems v′0 = 0,

v′k = (− a1
a0

v′k−1 + (( a1
a0

)′ − (k − 2) b1
a0

+ (k − 1) a1b0

a2
0

)vk−1)e−
∫ b0

a0
dt, (k = 1, 2, ...,n)

(4.2)

(vn
a0

a1
e
∫

(−n b0
a0

+(n−1)
b1
a1

)dt)′ = 0. (4.3)

Then

∆ =

∑n
k=0 a0vke−k

∫ b0
a0

dtxk

a0 + a1x
x (4.4)

is the RF-integral of (4.1).

Proof. By (1.5), ∆ =
∑n

k=0 rkxk

a0+a1x x = R
A x is the RF-integral of (4.1), if and only if

RtA − AtR = (RBx − RxB)x. (4.5)

Equating the coefficients of the same power of x on the both sides of (4.5) we obtain

r′0a0 − a′0r0 = 0, (4.6)

a0r′k + a1r′k−1 − a′0rk − a′1rk−1 = −kb0rk − (k − 2)b1rk−1, (k = 1, 2, ..,n) (4.7)

r′na1 − a′1rn = −(n − 1)b1rn. (4.8)

Denoting vk = rk
a0

ek
∫ b0

a0
dt and using (4.6) and (4.7) and simplify computing we get (4.2). From (4.8) follows

( rn
a1

e(n−1)
∫ b1

a1
dt)′ = 0, which implies the identity (4.3) holds. Therefore, the function (4.4) is the RF-integral of

(4.1).

Theorem 4.2. If there are two different constants λ0, λ1 such that

λ0(a0b1 + a0a′1 − a1a′0) = λ1(a1b0 + a′1a0 − a1a′0), (4.9)

then ∆ = λ0a0+λ1a1x
a0+a1x x is the RF-integral of (4.1) and

10. If λ0λ1 , 0, λ = λ1
λ0
, 1, then the general integral of (4.1) is

u = (
1
λ

x
λ

1−λ +
a1

a0
x

1
1−λ )e

λ
λ−1

∫ b0
a0

dt.

20. If λ0 = 0, λ1 , 0, then the general integral of (4.1) is

u = ln |x| −
a0

a1x
−

∫
b1

a1
dt.

30. If λ1 = 0, λ0 , 0, then the general integral of (4.1) is

u = ln |x| +
a1

a0
x −
∫

b0

a0
dt.

And also, the equation (4.1) is equivalent to the equation

dx
dt

=
b0 + b1x
a0 + a1x

x + α(t,u)
λ0a0 + λ1a1x

a0 + a1x
x, (4.10)

where α(t,u) is an arbitrary continuously differentiable odd function with respect to variable t, u is the general integral
of (4.1).
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Proof. By definition 1.4, we know the fractional function ∆ = r0+r1x
a0+a1x x = R

A x is the RF-integral of (4.1), if and
only if (4.5) holds. Equating the coefficients of the same power of x on the both sides of (4.5), we have

r′0a0 − a′0r0 = 0, (4.6)

r′0a1 + r′1a0 − a′0r1 − a′1r0 = b1r0 − r1b0, (4.11)

r′1a1 − a′1r1 = 0. (4.12)

From (4.6) implies that r0 = λ0a0, λ0 is a constant . From (4.12) yields that r1 = λ1a1, λ1 is a constant.
Substituting these relations into (4.11) we get (4.9) . As a0b1 − a1b0 , 0, so λ0 − λ1 , 0. Thus, under the
hypothesis of the present theorem, the function ∆ = λ0a0+λ1a1x

a0+a1x x is the RF-integral of (4.1).
10. If λ0λ1 , 0, λ = λ1

λ0
, 1. From (4.9), we get

b1 = λ
a1

a0
b0 + (λ − 1)

1
a0

(a′1a0 − a′0a1).

Substituting it into (4.1), we have

x′ + (1 − λ)(
1

1 − λ
a1

a0
xx′ + (

a1

a0
)′x2) =

b0

a0
(x + λ

a1

a0
x2).

Both sides of the above equation are multiplied by 1
1−λx

2λ−1
1−λ , we obtain

(
1
λ

x
λ

1−λ +
a1

a0
x

1
1−λ )′ =

b0λ
(1 − λ)a0

(
1
λ

x
λ

1−λ +
a1

a0
x

1
1−λ ).

Solving this linear differential equation we get

u = (
1
λ

x
λ

1−λ +
a1

a0
x

1
1−λ )e−

∫ λb0
(1−λ)a0

dt
= c,

(where c is a constant) is the general solution of (4.1).
20. If λ0 = 0, λ1 , 0, by (4.9), we get b0 = 1

a0
(a′0a1 − a0a′1), substituting it into (4.1) we have

x′

x
+

a0

a1

x′

x2 − (
a0

a1
)′

1
x

=
b1

a1
.

Solving this linear equation we get its general integral is

u = ln |x| −
a0

a1x
−

∫
b1

a1
dt = c,

where c is constant.
30. If λ0 , 0, λ1 = 0, using (4.9), we get b1 =

a1a′0−a0a′1
a0

, substituting it into (4.1), we have

x′

x
+ (

a1

a0
x)′ =

b0

a0
.

Solving this equation we get its general integral is

u = ln |x| +
a1

a0
x −
∫

b0

a0
dt = c,

where c is a constant.
According to theorem 2.7, the equation (4.1) is equivalent to the equation (4.10).
In summary, the proof is completed.
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By Theorem 3.2, we see that the equation (4.1) maybe has the RF-integral in the form of ∆ = r0+r1x+r2x2

(a0+a1x)(d0+d1x) x =
R

AD x, (A,D) = 1.

Theorem 4.3. Suppose there are two real numbers λ0, λ1 such that
10. If

a1ζ1 + a0(λ1 − λ0) , 0

and

a0ζ0 + a1(λ0 − λ1) = z(a1ζ1 + a0(λ1 − λ0)), (4.13)

where z := d1
d0

(d0d1 , 0) is the solution of the linear differential equation

z′(−ζ0 +
a1

a0
(λ1 − λ0)) + z(ζ′0 + (λ1 − λ0)(

a1

a0
)′ + 2λ1

a1b0

a2
0

− 2λ0
b1

a0
) = ζ0(

a1

a0
)′ −

a1

a0
ζ′0. (4.14)

ζ0 and ζ1 are respectively the solutions of the following linear differential equations

ζ′0 = −
b0

a0
ζ0 + λ0

a0b1 − a1b0

a2
0

, (4.15)

ζ′1 =
b1

a1
ζ1 + λ1

a0b1 − a1b0

a2
1

. (4.16)

Then

∆ =
λ0a0 + (a0ζ0 + λ0(a1 + a0z))x + λ1a1zx2

(a0 + a1x)(d0 + d1x)
x

is the RF-integral of (4.1).
20. If a1ζ1 + a0(λ1 − λ0) = 0 and (4.16) holds, then ∆ = λ0a0+λ1a1x

a0+a1x x is the RF-integral of (4.1).

Proof. By (1.6), ∆ = r0+r1x+r2x2

(a0+a1x)(d0+d1x) x = R
AD x is the RF-integral of (4.1), if and only if

RtAD − (AD)tR = x(BxRD + DxRB − RxDB).

Equating coefficients of the same power of x on the both sides of above relation we obtain

r′0e0 − e′0r0 = 0, (4.17)

r′0e1 + r′1e0 − e′0r1 − e′1r0 = (b1d0 + b0d1)r0 − r1b0d0, (4.18)

e2r′0 + e1r′1 + e0r′2 − r2e′0 − r1e′1 − r0e′2 = 2(b1d1r0 − b0d0r2), (4.19)

r′1e2 + r′2e1 − e′1r2 − e′2r1 = b1d1r1 − (b0d1 + b1d0)r2, (4.20)

r′2e2 − e′2r2 = 0, (4.21)

where e0 = a0d0, e1 = a0d1 + a1d0, e2 = a1d1.
Solving equation (4.17) and (4.21), we get

r0 = λ0e0 = λ0a0d0, r2 = λ1e2 = λ1a1d1.

Substituting these relations into (4.18)-(4.20), we obtain

r′1 =
e′0 − b0d0

e0
r1 + r0((

e1

e0
)′ +

b1d0 + b0d1

e0
), (4.18’)
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r′1 =
e′2 − b1d1

e2
r1 + r2((

e1

e2
)′ −

b0d1 + b1d0

e2
), (4.20’)

r′1e1 − e′1r1 = (λ1 − λ0)(e2e′0 − e0e′2) + 2(b1d1r0 − b0d0r2). (4.19’)

Solving the equation (4.18’) and (4.20’) we get

r1 = λ0e1 + e0ζ0, (4.18”)

r1 = λ1e1 + e2ζ1, (4.20”)

where ζ0 and ζ1 are respectively the solutions of the equations (4.15) and (4.16).
Using (4.18”) and (4.20”) derive the relation (4.13). Substituting (4.18”) into (4.19’) implies (4.14) is held.

Thus, under the conditions of the present theorem, the function ∆ = λ0a0d0+r1x+λ1a1d1x2

(a0+a1x)(d0+d1x) x is the RF-integral of
(4.1).

If a1ζ1 + a0(λ1 − λ0) = 0, using (4,16) follows the identity relation (4.9). According to theorem 4.2, the
conclusion of the present theorem is correct.

The proof is completed.

Similar, we can discuss under which conditions ∆ = R
AD x is the RF-integral of (4.1). Where D,R are

polynomials of degree n with respect to x. Here, we don’t state it anymore.

Now, we apply the theorem 4.2 to discuss the center-focus problem and integrability problem of the
quadratic systems and their equivalent systems.

Let’s consider the quadratic system{
x′ = −y + a20x2 + a11xy + a02y2,
y′ = x + b20x2 + b11xy + b02y2,

(4.21)

where ai j, bi j (i, j = 0, 1, 2) are real numbers. Taking x = r cosθ, y = r sinθ, this system reduces to

dr
dθ

=
b1r2

1 + a1r
, (4.22)

where
a1 = b20 cos3 θ + (b11 − a20) cos2 θ sinθ + (b02 − a11) cosθ sin2 θ − a02 sin3 θ,

b1 = a20 cos3 θ + (a11 + b20) cos2 θ sinθ + (a02 + b11) cosθ sin2 θ + b02 sin3 θ.

The relation (4.9) is equivalent to

λ0b1 = (λ1 − λ0)a′1. (4.9’)

By relation (4.9’) and theorem 4.2 we derive the following conclusions.

Theorem 4.4. For nonzero constant λ , λ , 1. If

a02 =
1

1 − λ
a20, b20 = −

1
λ

a11, b11 =
λ

λ − 1
a20, b02 =

λ − 1
λ

a11,

then system (4.21) has the first integral

u = (x2 + y2)
λ

2(1−λ) (1 − a11x +
λa20

λ − 1
y)

and this system is equivalent to the system{
x′ = −y + a20x2 + a11xy + 1

1−λa20y2 + α(θ,u)x(1 − a11x + λ
λ−1 a20y),

y′ = x − 1
λa11x2 + λ

λ−1 a20xy + λ−1
λ a11y2 + α(θ,u)y(1 − a11x + λ

λ−1 a20y).
(4.23)

where α(θ,u) is an arbitrary continuously differentiable odd function with respect to θ, θ = arctan y
x . And these

equivalent systems have a center at (0,0).
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Proof. Under the assumption of the present theorem, taking λ = λ1
λ0

, it is not difficult to verify that (4.9’)
holds. By theorem 4.2 we know

∆ =
λ0 + λ1a1r

1 + a1r
r,

in which

a1 = −
a11

λ
cosθ +

1
λ − 1

a20 sinθ,

is the RF-integral of (4.22) and its general integral is

u = r
λ

1−λ (1 + λa1r) = r
λ

1−λ (1 − a11r cosθ +
λ

λ − 1
a20r sinθ).

Thus

u = (x2 + y2)
λ

2(1−λ) (1 − a11x +
λa20

λ − 1
y)

is the first integral of (4.21).
By theorem 2.7, it implies that (4.22) is equivalent to the equation

dr
dθ

=
b1r2

1 + a1r
+ α(θ,u)

λ0 + λ1a1r
1 + a1r

r. (4.24)

As u(θ, r) = u(−θ,F(θ, r)), in which F(θ, r) is the reflecting function of (4.22), thus F(θ + 2π, r) = F(θ, r) and
r = 0 is a center of (4.22) (see [6]) and the equivalent equation (4.24) has a center r = 0, too. On the other
way, the equation (4.24) is equivalent to the system (4.23), therefore, the conclusion of the present theorem
is true.

Remark 4.5. If in (4.23) taking α(θ,u) = sinθu1−λ, then the system (4.23) reduces to{
x′ = −y + a20x2 + a11xy + 1

1−λa20y2 + xy(1 − a11x + λ
λ−1 a20y)2−λ,

y′ = x − 1
λa11x2 + λ

λ−1 a20xy + λ−1
λ a11y2 + y2(1 − a11x + λ

λ−1 a20y)2−λ

and this system has a center (0,0), too. That is said, if we know a quadratic system has a center at (0,0), meanwhile,
we know its many equivalent complicated systems have a center at (0,0), too.

In (4.9’) taking λ1 = 2
3λ0 and same discussing as theorem 4.4, we get the following theorem.

Theorem 4.6. If

b11 = −2a20, b02 = −
1
2

a11,

then system (4.21) has a first integral

u(x, y) =
3
2

(x2 + y2) + b20x3
− 3a20x2y −

3
2

a11xy2
− a02y3

and this system is equivalent to system{
x′ = −y + a20x2 + a11xy + a02y2 + α(θ,u)u(x, y) cosθ,
y′ = x + b20x2

− 2a20xy − 1
2 a11y2 + α(θ,u)u(x, y) sinθ, (4.25)

where α(θ,u) is an arbitrary continuously differentiable odd function with respect to θ, θ = arctan y
x . And these

equivalent systems have a center at (0,0).
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If in (4.9’) taking λ0 = 0, λ1 , 0, then the relation (4.9) is equivalent to a1 = 0 and the equation (4.22) is a
polynomial equation, in the paper [14] we have discussed its RF-integral and its equivalence.

If in (4.9’) taking λ1 = 0, λ0 , 0. Applying theorem 4.2 and same discussing as theorem 4.4, we obtain

Theorem 4.7. If a11 = b11 = 0, a20 = a02, b20 = b02, then the system (4.21) has the first integral

u = ln
√

x2 + y2 + b20x − a20y

and it is equivalent to the system{
x′ = −y + a20(x2 + y2) + α(θ,u)x,
y′ = x + b20(x2 + y2) + α(θ,u)y, (4.26)

where α(θ,u) is an arbitrary continuously differentiable odd function with respect to θ, θ = arctan y
x . And these

equivalent systems have a center (0, 0).
If in (4.26) taking α = λ sinθ cosθe2u (λ is a constant), then this system becomes{

x′ = −y + a20(x2 + y2) + λx2ye2(b20x−a20 y),
y′ = x + b20(x2 + y2) + λxy2e2(b20x−a20 y).

From the above theorems, by the equivalence, we can know the qualitative behavior of a non-polynomial
system and high-order polynomial systems by discuss a low-order polynomial system.

Applying theorem 4.3 to system (4.21) we derive the following theorem.

Theorem 4.8. If there are two real numbers λ0, λ1 such that

a1ζ1 + λ1 − λ0 , 0,

(a1(λ1 − λ0) − ζ0)2 + (a1ζ1 + λ1 − λ0)(a1ζ0 − 2λ0

∫
a1b1dθ) = 0,

ζ0 + a1(λ0 − λ1) = z(a1ζ1 + λ1 − λ0),

where
ζ′0 = λ0b1, ζ

′

1 =
b1

a1
ζ1 + λ1

b1

a2
1

,

then

∆ =
λ0 + (λ0(z + a1) + ζ0)r + λ1a1zr2

(1 + a1r)(1 + zr)
r

is the RF-integral of (4.22), and (4.21) is equivalent to the system

{
x′ = (−y + a20x2 + a11xy + a02y2)(1 + z

√
x2 + y2) + α(θ,u)Rx,

y′ = (x + b20x2 + b11xy + b02y2)(1 + z
√

x2 + y2) + α(θ,u)Ry,
(4.27)

where θ = arctan y
x , R = λ0 + (λ0(z + a1) + ζ0)

√
x2 + y2 + λ1a1z(x2 + y2), α(θ,u) is an arbitrary continuously

differentiable odd function with respect to θ, u is an even algebraic integral of (4.21).

In summary, to discuss the equivalence of the first-order differential equations is very important for
researching the qualitative behavior of the planar differential systems. Applying our results to the study of
center of planar differential systems, we generalize the conclusions made in existing literature for a specific
polynomial system to a wide range of higher-order polynomial or non-polynomial systems.
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