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On Graphs with Exactly Three Q-main Eigenvalues
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Abstract. For a simple graph G, the Q-eigenvalues are the eigenvalues of the signless Laplacian matrix
Q of G. A Q-eigenvalue is said to be a Q-main eigenvalue if it admits a corresponding eigenvector non
orthogonal to the all-one vector, or alternatively if the sum of its component entries is non-zero. In the
literature the trees, unicyclic, bicyclic and tricyclic graphs with exactly two Q-main eigenvalues have been
recently identified. In this paper we continue these investigations by identifying the trees with exactly three
Q-main eigenvalues, where one of them is zero.

1. Introduction

All graphs considered here are simple, undirected and finite. Let G = G(V(G), E(G)) be a graph with
vertex set V(G) = {v1,v2,...,v,} and edge set E(G). For a graph G the order is |[V(G)| = n and the size
is |E(G)| = m; by deg(vi) = d; we denote the degree of the vertex v;. The cyclomatic number w of G is
defined as m — n + t where t is the number of connected components of G. If G is a connected graph, then
for w(G) equal to 0, 1, 2 and 3, G is said to be a tree, unicyclic, bicyclic and tricyclic graph, respectively.
In Spectral graph Theory, the graphs are studied by means of the eigenvalues of some prescribed graph
matrix M = M(G). The M-polynomial of G is defined as det(Al — M), where [ is the identity matrix. The
roots of the M-polynomial are the M-eigenvalues and the M-spectrum, denoted also by Spec,,(G), of Gis a
multiset consisting of the M-eigenvalues. A M-eigenvalue A is said to be M-main if it admits an eigenvector
X = (x1,X2,...,X,) non orthogonal to the all-one vector j, that is, Yiixi#0.

The most common graph matrix is the adjacency matrix defined as the n X n matrix A(G) = [a;]
where a;; = 1 if v; is adjacent to v;, and a;; = 0 otherwise. Another graph matrix of great interest is
Q(G) = A(G)+D(G), where D(G) = diag(ds,d>, . ..,d,), known as the signless Laplacian (or, quasi-Laplacian)
of G. For general results on graphs spectra and definitions not given here, we refer the reader to [1]; for
basic result on the signless Laplacian matrix, we refer the reader to [3].

In this paper we focus our attention to the main eigenvalues associated to the signless Laplacian of
graphs. Note that the main eigenvalues have been largely studied in the literature, since relevant structural
properties are related to such eigenvalues, for example the A-main eigenvalues are related to the number
of walks. Hence studying the so-called main spectrum, namely the multiset of the main eigenvalues, has
attracted the attention of many researchers, and in the years this problem has become one of the most

2010 Mathematics Subject Classification. 2010 Mathematics Subject Classification. Primary 05C50

Keywords. Signless Laplacian, Q-main eigenvalue, bipartite graph, semi-edge walks.

Received: 04 March 2015; Accepted: 15 September 2015

Communicated by Francessco Belardo

Research supported by University of Kashan (Grant No. 504631/2)

Email addresses: mehrnooshjavarsineh@gmail . com (Mehrnoosh Javarsineh), fathtabar@kashanu.ac.ir (Gholam Hossein
Fath-Tabar)



M. Javarsineh, G. H. Fath-Tabar / Filomat 31:6 (2017), 1803-1812 1804

attractive studies in the field of the algebraic graph theory. For some historical important papers on the
A-main eigenvalues, we refer the reader to see [2, 5], while we refer to see [13] for a survey collecting many
relevant results on the A-main eigenvalues. More recently, Hou and Zhou characterized all the trees with
exactly two A-main eigenvalues [9]. One year later, Nikiforov showed that G is harmonic and irregular if
and only if G has two A-main eigenvalues, one being zero and the other one non-zero. Recall that a graph
G is harmonic if the degree vector d = (dy,dy, ..., d,) = Aj is an A-eigenvector (see [12], for example). Later,
the unicyclic, bicyclic and tricyclic graphs with exactly two A-main eigenvalues were characterized and
classified in [10, 11].

The main eigenvalues have been considered in the context of signless Laplacian matrix, and similar
studies to the adjacency case have been conducted for the matrix Q. For example, graphs with two Q-main
eigenvalues are considered in [6-8]. Here, we consider the connected graphs with exactly three Q-main
eigenvalues, and we give a necessary and sufficient condition for graphs to have exactly three Q-main
eigenvalues. Recall that Q is a positive semi-definite matrix, and 0 appears as an eigenvalue of multiplicity
k if and only if the graph has k bipartite components. Therefore, we identify all the trees with g, g2 and
g3 = 0 as Q-main eigenvalues and we show that there are only two kinds of such trees.

2. Preliminaries

In this section we give some further definitions and results useful for the remainder of the paper.

In the signless Laplacian theory, the notion of semi-edge walk replaces that of ordinary walks. The
difference is that while traversing an edge one can decide to go back (so the end vertices are repeated),
which is equivalent to have a loop (cf. Figure 1).

Definition 2.1 ([3]). A semi-edgewalkof length kin an undirected graph G is an alternating sequence vy, €1, vy, .. . , €k, Uk+1
of vertices v1,0y, ..., Uks1 and edges ey, e, ..., e that for any i = 1,2,...,k the vertices v; and viq are end-vertices
(not necessarily distinct) of the edge e;.

Sl el
(1) 2 €] @
SO 9 1]
Vi Vi i
(5) (6) @ (8)
Figure 1: Semi-edge walks of length 3 that start from v;.

In the following theorem we synthesize some information about Q, its entries and the Q-main eigenval-
ues. Also, it characterizes all the graphs with exactly one Q-main eigenvalue.

Theorem 2.2. Let G be a graph with Q as its signless Laplacian matrix, then:

(a) (Perron-Ferobenius Theorem) For a non-negative irreducible square matrix the spectral radius is a simple
eigenvalue and a corresponding eigenvector can be taken with positive entries.

(b) [3] The (i,j)-entry of the matrix Q is equal to the number of semi-edge walks of length k starting at vertex v;
and terminating at vertex v;.

(c) [3] G has exactly one Q-main eigenvalues if and only if G is regular.

(d) [6] If G has exactly s Q-main eigenvalues gy for k = 1,2,...,s then [[T;_ 1.:(Q — gi])] j is an eigenvector
corresponding to q; fori=1,2,...,s. In particular, [[[;_1(Q — q«)] j = 0.
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(e) [6] G has exactly s Q-eigenvalues gy for k = 1,2,...,s if and only if the vectors j,Qj, ..., Q™Y are linearly
independant and [T];_,(Q — qi])] j = 0.

In [6, 8] all the graphs with exactly two Q-main eigenvalues are characterized.

Theorem 2.3 ([6]). A graph G has exactly two Q-main eigenvalues if and only if there exists a unique pair of integers
a and b such that for any v € V(G) we have s(v) = ad(v) + b — d*(v) where s(v) = L ueN() A().

Theorem 2.4. Let G be a connected bipartite graph with bi-partion V1 and V, such that V, and V, has ny and ny
members, respectively. Then 0 is a Q-main eigenvalue of G if and only if ny # ny.

Proof. 1t is well known that Q(G) = RRT, where R is the vertex-edge incident matrix of G. Recall that the
multiplicity of 0 counts the number of bipartite components of G, so from G being bipartite (and connected)
we have that 0 is a (simple) Q-eigenvalue of G. Now, let X be an eigenvector corresponding to 0. Thus
QX = 0if and only if R*X = 0 if and only if x; = —x; for every edges due to G being bipartite. Without loss
of generality, we can ordered the entries of X as follows:

such that x; corresponds to vertices of V1 and x; corresponds to vertices of V. By linearity we can assign
x1 =1and x, = —1. Hence )/, x; = 0 if and only if n; = ny. Evidently, 0 is a Q-main eigenvalue of G if and
only if 11 # ny. This ends the proof. [

3. Graphs with Three Q-main Eigenvalues

If v; is an arbitrary vertex of G, then there are 8 cases for semi-edge walks of length 3 that start at v; as
shown in Figure 1. Consider first Case (1), the number of different choices of the outer circle is equal to the
number of neighbors of v;, that is d(v;). Similarly, there are d(v;) choices for the second and d(v;) choices for
the third circle. So there are in total d°(v;) different semi-edge walks from v; from Case (1), by the Counting
Principle. The other cases can be similarly counted.

We synthesize the number of length 3 semi-edge walks starting from a vertex in the table below:

Cases | number of semi-edge walks
M & (v;)
@) & (v)
3) d(v;) ZueN(vi) d(u)
4) (Vi) Loyeno,) A1)
©) Lueney ()
(6) Luenien ()
(7) | @(0) + LueNy) LaweNw)/o, 4w)
(8) d*(v;) + ZueN(vf) ZweN(u)/vi d(w)

TABLE 1: The number of semi-edge walks of length 3 that start at v;.

We are ready to state the main theorem about all graphs with exactly three Q-main eigenvalues.
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Theorem 3.1. A graph G has exactly three Q-main eigenvalues if and only if there exist unique nonnegative integers
a, b and c such that for every v € V(G),

P @) + d*(©) + s(@)d(v) + s’ (V) + 5" (v) = a(s(v) + d*(v)) — bd(v) + ¢, (1)
where S(U) = ZueN(v) d(u)/ S,(U) = ZMEN(ZJ) d2(7}) and S”(U) = ZueN(v) ZweN(u)/v d(ZU)

Proof. If G has exactly three Q-main eigenvalues g1, g2 and g3, then (Q —411)(Q —421)(Q—¢31)j = 0 by Theorem
2.2. So,

Q% = (g1 + g2 + 43)Q% — (192 + G193 + 3203)Qj + (71923)j- @

By Theorem 2.2, we have that Q%j is the vector whose i-th entry is the number of semi-edge walks in G
of length 3 that start at v;. By combining the computation of these semi-edge walks from Table 1 and (2),
for every vertex v;, we have:

() + d*(0) + s(O)d(;) +5' @) +5"(0) = (g1 +q2 + G3)(s(v) + d*(v)) +

(@142 + 04 + 1245)(A(0) + TDL. ©)

Seta=q1+4q2+4q3,b=q192 + 9193 + 9293 and 2c = g14>43. We have the following result by (3),
P ) + d*(v;) + s(v)d(W;) + 5" (v;) + 5" (v;) = a(s(v;) + d*(v;)) — bd(v;) + ¢, 4)

a, b and ¢ may be viewed as the unique solution of the linear equation (2) of integer coefficients because as
previously mentioned, the (ij)-entry of Q is the number of semi-edge walks of lenght k starting at v; and
ending at v;. So Q%j is a vector whoes i-th entry is the number of semi-edge walks of lenght k starting at v;.
Therefore the equation (2) essentially is a system of linear equations of integer cofficients of the form:

mx +ny +z =p;,

where p;, m;, n; are respectively the number of semi-edge walks of lenght 3,2,1 starting at v; fori = 1, ..., n. The
coefficient matrix of this system has Q%j, Qj and j as it's columns. These columns are linearly independant
by Theorem 2.2. Thus the determinant of the coefficient matrix is non-zero which means the system has
a unique solution (g, b, c). So a, b and ¢ must be rational numbers. Since the eigenvalues g1, 4, and g3 are
algebraic integers and the set of all algebraic integers is a ring, therefore a4, b and c are algebraic integers.
But every rational algebraic integer is an integer, so a, b and c are integers and of course nonnegative .

If there exist unique nonnegative numbers a, b and ¢ such that (4) holds, then Q% = aQ?% — bQj + ¢j. We
know that j, Qj are linearly independant otherwise, G is a regular graph and has one Q-main eigenvalue
which is a contradiction.

Now let Q%j = pQj + gj for some real numbers p and q. Then,

Qi = Q@Qj+qj) = pQ% +qQj = p(pQj + qj) + i = P*Qj + paj
and by (3),
Q% = aQ?% — bQj + cj = a(pQj + qj) — bQj + ¢j = (ap — b)Qj + (ag + c)j.

So j, Qj and Q?j are linearly independant, which implies that G has exactly three Q-main eigenvalues by
Theorem 2.2 (e). This completes the proof. [
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4. Trees with Exactly Three Q-main Eigenvalues

Let T be a tree with exactly three Q-main eigenvalues q; = 0, g and gq3. If Pt = vyv; ...k is the longest
pendant path of T as defined in [6], then by applying (1) for vy, we have:

d(02) = a1 + d(v1)) — d*(v1) - 2d(v1) - b. (5)

Note that every neighbor of v; other than v, are pendant vertices, because otherwise T has the longest
pendant path longer than Pr. We want to characterize all the trees with this property. Thus we need to
prove two following Lemmas first.

Lemma 4.1. Let T be a tree with the above assumptions and Pr = vgv1 ... v is the longest pendant path of T. Then
d(Uz) =2

Proof. On the contrary, let d(v;) > 2. So a(1 + d(v1)) — d?(v1) — 2d(v1) — b > 2 by (5). Solving this inequality in
terms of d(v;) leads to:

a- VA

2_”_+‘/Z<d(vl)<2__2 , ©)

2

where A = a> — 4b — 4. We claim that if v; has an arbitrary neighbor v} other than v; and v3, then either
d(v}) = 1ord(v)) = d(v1). Letd(v]) # 1, s0 v] has at least one neighbor v} other than v,. Now P, = vv]0;...0,
is the longest pendant path for T. By using (1) for vj, we get:

d(v) = a(1+d(v})) — d*(v}) - 2d(v}) - b. @

Comparing equations (5) and (7) gives us:

(d(v1) - d(@}))(a - 2 - d(v1) — d(©)) = 0.

So d(v1) = d(v}) or d(vy) + d(v}) = a — 2 or both of them are established at the same time. If d(v;) = d(v)),
there is nothing left to prove. So let d(v;) # d(v}). Then by using (1) for v; and v}, subtracting them from
each other and again using of (5) and (7), we have:

d(v2) =a—b—1+d(v)d(v}),
and then,
—d*(01) + (a — 2 — d(v}))d(v1) + 1 =0,

by (5). This equation may be viewed as a quadratic equation of d(v1). The discriminant of this is
(a-2- d(ZJi))Z +4, which has a perfect square value only if d(v]) = a—2, and so d(v;) = 1 which is impossible.
Thus d(v1) = d(v]). Therefore there are three modes for every neighbor of v, other than v; and v3 as in the
following:

(1) all of them are pendant vertices;

(2) all of them have degree equal to d(v;);

(3) there is at least one neighbor of degree 1 and one neighbor with equal degree to d(v;).
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Assume that (1) occurs, and u be a pendant neighbor of v,. We have:

d(v3) = a(l +d(v2)) = b+ 1 = 2d(v2) — d*(v2) — d(vn), (8)

by using (1) for u. Similarly by using (1) for v; and applying (8), the quadratic equation in terms of d(v)
is obtained as follows:
@)+ (1 -b—-a)dw)+a-2=0,

and by solving this equation, we get:

a+b—1+ VA a+b-1- VAN

d(vy) = > or d(vy) = 5 ,

where A’ =9 + a2 + b2 + 2ab — 6a — 2b.

Now let d(v;) = M. It d(oy) € (2

- VA 2—a—- VA
ax ’ 2 ) as in (6), then,
-2 -2

2—a+ VA <a+b—1+ VA’ <2—a— VA

-2 2 -2 '

So,1— VA < —=b— VA’ <1+ VA. Consider the two left-hand sides of these inequalities, we have,

PP+9+a®+b*+2ab—6a—2b+2bVA <1+a*—4b—4-2VA.

Thus, 2b + 12 + 2ab — 6a — 2b + 2b VA’ < =2 VA < 0, which leads to b2 + 6 + ab—3a — b < —b VA’ < 0.

So b? + 6 + ab — 3a — b always has a negative value or we can say that (b — 3)a < b — b> — 6. Butif b > 3,

12

thena < -b -2 - 5-3 < 0 which is in contradiction with a being positive. So b < 3. If b = 1, Then

A’ = a* — 4a + 8, which has a perfect square value only if a = 2. Then d(v;) = 2 and subsequently d(v;) < 0
by (5), a contradiction. Similarly if b = 2, then a = 2, d(v;) = 3 and then d(v;) < 0, which is a impossible too.

a+b-1- VA

Also b = 3 leads to a same contradiction too. So d(v1) = >

. On the other hand we know that,

N=@+b>+9-6a-2b>@+b)?>-6a—-2b>@+b)>-6a—6b=(a+b?>—-6(a+b)=@@+b)a+b-6).

Ifa+b>6,then A’ > (a+b—6)*and so d(vq) < ; Thus d(v;) = 2 and so a + 2b = 4, a contradiction.

Therefore a + b < 6 and all the possible cases fora and bare: {a =1,0=1,2,3,4},{a=2,0=1,2,3},{a =3,
b=1,2}and {a = 4,b = 1}. Butifa = 1,3,4 then A’ never has a perfect square value. So the only possible

1
caseis {a = 2, b = 1,2,3}). In this case A’ must be 4,9, 16, respectively and then d(v;) is 0 or > which is
impossible too. In this way (1) is rejected. Similarly (2) is rejected.

Now let (3) occurs and v, has uy, uy, ..., u, pendant neighbors and vy, v,, ..., v, neighbors other than v,
and v3 with d(v;) = d(vy) for i = 1, ..., y. So by using (1) for u;, we have:

d(vg):a(x+y+3)—b—3—2x—y—(x+y+2)2—(y+1)d(vl), 9)

and again by using (1) for v, and replace (9) in it, we get,
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dv)=-4-x+2a-b-y. (10)
On the other hand d(v;) > 2 means,
d(vy) <2a -1, (11)

or —d?(v1) + (a — 2)d(v1) —a < 0 by (5). Leta > 8. By solving above inequality in term of d(v;), one of two
following conditions occurs:

2—a+\/§0 2—a—\/(§
-2

d(vy) < r d(vy) > >

where &' = a®> — 8a + 4. We always have . So if d(v) <

2—a+\/Z 2—a+\/(§
< = n

2-at W
-2 -2

2—a+ VA 2- z
d(v;) must be in the interval ( “_; ‘/_, “_J; O by (6). But& > a® —8a = aa-8) > (a—8)? and
subsequently,
d(oy) < 2—11_-; Vo < 2—{1_+2a—8 _3,

which means d(v;) = 2. So2a—b = x + y+ 6 = d(v;) + 4, by (10) and then d(v;) = 2a — b — 4. On the other
side d(v;) = 3a — 8 — b by (5). By comparing these two equations, we obtain a = 4 which is a contradiction.

2 _ —_ ’
Now let d(vy) > a_—z\/é_' By the same argument, we see that d(v;) belongs to the interval
2—a- V¥ 2—a- VA
( , ), and so,
-2 -2
2-a-a-8 2-a- V& 2—a-VA 2-a-a
a-5< =) < — <d(n) < =) < ) =q-1

Therefore a — 5 < d(v;) <a—1. If d(v1) = a — 4, then d(vp) = 3a — b — 8 by (5). Buta > 8, so d(vz) > 2a - b.
This is a contradiction with (11).

Now letd(v1) =a—2. Sod(v;) =x+y +2=a-0bby (5). If we use (1) for v, we have,
—a+ab—b+1=d(u)+du) + - +d(uy) + d@1) + ... + d(vy) + d(03).

But,

d(uy) +d(uz) + -+ - + d(uy) + d(v1) + ... +d(vy) +d(v3) > 1+ -+ 1 +d(v1) +d(v3) >a—-b—-3+d(vy) + 1.
This means —a+ab—b*+1>a—-b—-4orequally 3-b)(a—b—-2)+1<0.Ifb>3,thend(vy) =a—-b <
a—3=d(v)—1.So8(1 +d(vy)) — d*(v1) — 2d(v1) — b < d(v;) < d(v1) — 1 and then —d?(v;) + 5d(v1) —b+9 < 0.
Now if b > 16, then,
2 < d(vy) < a(l +d(v1)) — d*(v1) — 2d(v1) — 16,

or equally —d*(v1) — 2d(v1) + a — 18 > 0. By solving this inequality in terms of d(v;) we have,
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4a — 28 4a — 28
o VB <oy VB

But 4a — 28 < a(4a — 28) < (22 — 4)?, so,

4a — 28 4a - 28
—1—a—<d(vl)<—1+aT

<a-3
2 &=

which is a contradiction with d(v1) = a — 2. So 3 < b < 16. By using (1) for v;, we obtain:

1I+y@-1)-b-H)x+y+2)=0.

If b = 4, then
—2a+ay-y-3a+12=0. (12)

On the other hand x+y+2 = d(v;) = a—b = a—4 ora = x+y+6. Soby replacingain (12), y*+(x+3)y—2x—1 =0,
a quadratic equation of y is obtained. Its discriminant has a perfect square value only if x = 2. This leads

toy = 3 which is impossible. The case 4 < b < 16 is rejected by the same way. Therefore b < 3 and

(3-b)a—b—-2)+1>0,a contradiction too.

For d(v1) = a — 3 we can act similarly to the case d(v;) = a — 2, and we show that this must be rejected too.
Now Leta < 7. If a = 1,2 then d(v;) < 0 by (5), which is impossible. If 2 = 3 then A = 5-4b > 9, so
0 < d(v1) < 2by (6). This means d(v1) = 1 which is impossible too. If 2 = 4 then A > 16 and so d(v1) = 2. This
satisfied in (5) according to assumption if b = 1 and subsequently d(v;) = 3. Now by using (1) for v; we get
s(v2) = 2 which is never happen. In this way we can see that 2 < 7 leads to a contradiction. Therefore the

proof is complete and d(v;) =2. [0

Lemma 4.2. If T is a tree with exactly three Q-main eigenvalues 0, g, and g3 and Pr = vgv;...v; is the longest
pendant path of T, then a — b = £2.

Proof. On the contrary leta—b # +2. By using of (5) and Lemma 4.1, we have —d?(v;) + (a—2)d(v;) +a—b = 2.

2—a+ VA

By solving this equation in terms of d(v;) we get d(v;) = —Q where A = a? —4b— 4. Now ifa < 5,

then A <21 —4band sob < 5. If b = 1 then A has a perfect square value only if 2 = 3, but this leads to
d(v1) = 0,1 which is impossible. Similarly if b = 2, then A has a perfect square value only if a = 4 and this
results d(v1) = 0,1 which is impossible too. The cases b = 3 and b = 4 give contradiction to a being less
than 5. Finally if b = 5, the only possible value for a is 5 and then d(v;) = 2. By using (1) for v, we have
d(vs) = 1. So T is a path of length 4 which never has three Q-main eigenvalues. Thus a > 5. We consider
these possible cases for 2 and b and show that no one of these cases is happen:

(@) a=b;

(b) a—b=1or-1;
© a-b>2;

d) a-b<-2.

Assume (a) is true. Then A = (a — 2)? — 8 and it has a perfect square value only if a = 5. But it leads to

d(vy) = _73 which is impossible. If a —b = 1, then A has a perfect value only if 2 = 4, which is a contradiction
and if a — b = -1, then A has a perfect square value only if 2 = 6. Then b = 7 and subsequently d(v;) = 6.
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Finally d(v;) < 0 by (5), a contradiction too. So (b) is rejected.

Let (c) holds and d(v;) = M. We always have, ad(v;) — d%(v1) — 2d(v;1) < 0 by (5) and previous

Lemma. Then d(v1)(—d(v1) +a - 2) < 0 which leads to d(v1) > a — 2. On the other side,

2—-a- VA 2-a-a
= = - 1
d(vq) =) < =) a
Soa-2 < d(v1) <a-1,a contradiction. Also d(v;) = # in (d) leads to a contradiction, as well.
2— VA
Now let d(vq) = _—; we know that,

A>a®> -4 —4=0>-40*+1)>a®> —4* +1+2b) =a®> -4+ 1)> = (@ —-2b-2)(a + 2b + 2).

Ifa—2b—-2>0,then A > (a —2b—2)?and so d(v;) < 2_a+i2_2b_2 <a-2,and of course,

d(v) =

2—a+ VA 2-a-a
— > =a-1,

2 -2
this is a contradiction too. Butif a — 2b — 2 < 0, then,

—d*(v1) + (a — 2)d(v1) + b < 0,

by (5) and previous Lemma. By solving this equation in terms of d(v;), we have:

i VN

M<d(vl)<2_ = ,

-2

where A’ = (a —2)? +4b. Buta—b >2,s0 A’ <a*> -4 <a®. So,

2—a@<2—a—a_
) -

d(v) < — a-1,
. 2-a- VA L
a contradiction. Also d(v1) = —— in (d) leads to a contradiction, as well. Therefore (c) and (d) do
not happen. Hence, a — b = +2.
|

Theorem 4.3. If T is a tree with exactly three Q-main eigenvalues q; = 0, o and qs, then T is a tree with diameter 4
witha =gy + g3 and b = qo + g3 — 2 or T is a tree with diameter 6 witha = 5 and b = 3 as Fig. 2.

Proof. Let T be a tree with three Q-main eigenvalues 0, 4, and g3 and let Pr = vgv;...v% be the longest pendant
path of T. Then by using (1) for v we get:

d(vk-2) = a(1 + d(vi-1)) — d*(0x—1) — 2d(vg—q) — b. (13)

Similar to the proof of Lemma 4.1 we can show that d(v;_,) = 2. Sowehave d(v1) = d(vx—1) or d(v1) +d(vk—1) =
a — 2 by subtracting (5) and (13). We can easily show that d(v1) = d(v_1) as before. So d(v1) = d(vk-1).
Assume first that k = 4, then d(vy) = d(vy) = 1, d(v1) = d(vs) and d(v;) = 2. Now if a — b = —2 then A has a
perfect square value only ifa = 7. Then b = 9 and d(v;) = 4. So by using of (1) for v; we get 111 = 121 which
is a contradiction but if a — b = 2 then d(v;) = d(v3) = a — 2 by using of (1) for vy. Thus we have a bunch of
trees with exactly three Q-main eigenvalues q; = 0, ¢» and g3 such thata = g, + gz and b = ¢» + g3 — 2, cf. Fig.
2 (D).
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Now let k > 4. First of all we want to show that d(v3) = a—3 = 2 for k > 4. Let d(v3) > 2. Therefore v; has at
least one neighbor like u other than v, and v4. If d(u) = 1, then by using of (1) for u we gets(v3) =3a—-b—-7.
On the other hand by using of (1) for v, we get s(v3) = 4a — b — 10 — d(v;). Therefore d(v1) = a — 3 = d(vs3).
Buta—b = 2leads to A = (a — 2)?> and d(v;) = a — 2 which is a contradiction. Therefore u has at least a
neighbor like w other than v3. We want to show that all of the neighbors of w have equal degree to d(v1).
Let d(w) # 1. Every neighbors of w are pendant, because if they are not pendant, then there is a longest
pendant path longer than Pr, a contradiction. So by use of (1) for an arbitrary neighbor of w, we have
d(u) = a(l + d(w)) — d*(w) — 2d(w) — b. Similar to the proof of Lemma 4.1 we can show that d(u) = 2. So
a(l + d(w)) — d*(w) — 2d(w) — b = a(1 + d(v1)) — d*(v1) — 2d(v1) — b and quickly d(w) = d(v1). Now by using
of (1) for v3, we have s(v4) = —=380a% + 733a — 361 which always has negative value, a contradiction too. It
is easy to see that d(w) = 1 leads to a contradiction. So d(v3) = 2,4 = 5,b = 3 and d(v;) = 3 by Lemmas 4.1
and 4.2. So d(v;) = d(v3) = 2, d(vy) = 2, d(vs) = 3 and d(vs) = 1 by using (1) for v,, v3 and vy respectively.
Therefore k = 6, g2 + g3 = 5 and 4243 = 3 and then g, = 0.6972 and g3 = 4.3028. This tree is depicted in Fig. 2
(2). Therefore, all the trees with our desired property are classified. [J

(1) (2)

Figure 2: The trees with exactly three Q-main eigenvalues g1 = 0, 2 and g3
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