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Einstein Statistical Warped Product Manifolds
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aBalıkesir University, Department of Mathematics, 10145, Balıkesir, TURKEY

Abstract. We consider Einstein statistical warped product manifolds I × f N, M × f N and M × f I, where I,
M and N are 1, m and n dimensional statistical manifolds, respectively.

1. Introduction and Preliminaries

A Riemannian manifold (M, 1), (n ≥ 2), is said to be an Einstein manifold if its Ricci tensor S satisfies the
condition

S = λ1, (1)

where λ = τ
n and τ denotes the scalar curvature of M. It is well-known that if n > 2, then λ is a constant.

Let ∇ be an affine connection on a Riemannian manifold (M, 1).An affine connection ∇∗ is said to be dual
or conjugate of ∇with respect to the metric 1 if

X1 (Y,Z) = 1 (∇XY,Z) + 1
(
Y,∇∗XZ

)
. (2)

Given an affine connection ∇ on a Riemannian manifold (M, 1), there exists a unique affine connection dual
of ∇, denoted by ∇∗. So a pair of (∇,∇∗) is called a dualistic structure on M (see [1], [11]).

If ∇ is a torsion-free affine connection and for all X,Y,Z ∈ TM

∇X1 (Y,Z) = ∇Y1 (X,Z)

then,
(
M, 1,∇

)
is called a statistical manifold, in this case a pair of

(
∇, 1

)
is called a statistical structure on M [1].

Denote by R and R∗ the curvature tensor fields of ∇ and ∇∗, respectively.
A statistical structure

(
∇, 1

)
is said to be of constant curvature c ∈ R (see [2], [7]) if

R (X,Y) Z = c
{
1 (Y,Z) X − 1 (X,Z) Y

}
. (3)

The curvature tensor fields R and R∗ satisfy

1 (R∗ (X,Y) Z,W) = −1 (Z,R (X,Y) W) , (4)
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(see [4]).
Let ∇0 be the Levi-Civita connection of 1. Certainly, a pair

(
∇

0, 1
)

is a statistical structure, which is called
Riemannian statistical structure or a trivial statistical structure (also see [4]).

An n-dimensional, (n > 2), statistical manifold
(
M, 1,∇

)
is called an Einstein statistical manifold if the

scalar curvature τ is a constant and the equation (1) is fulfilled on M ([6]).

Example 1.1. [8] Let
(
R3, 1

)
be a statistical manifold with Riemannian metric 1 =

3∑
i=1

deidei and∇ an affine connection

defined by

∇e1 e1 = be1, ∇e2 e2 =
b
2

e1, ∇e3 e3 =
b
2

e1,

∇e1 e2 = ∇e2 e1 =
b
2

e2, ∇e1 e3 = ∇e3 e1 =
b
2

e3, ∇e3 e2 = ∇e2 e3 = 0,

where {e1, e2, e3} is an orthonormal frame field and b is a constant. Then,
(
R3, 1

)
is a statistical manifold of constant

curvature c = b2

4 > 0 and it is an Einstein statistical manifold with λ = b2

2 .

In [10], Todjihounde defined dualistic structures on warped product manifolds. It is known that
(M,∇, 1M) and

(
N, ∇̃, 1N

)
are statistical manifolds if and only if

(
B = M × f N,D, 1

)
is a statistical manifold

(see [10] and [3]). In [5], A. Gebarowski studied Einstein warped product manifolds. He considered
Einstein warped products I × f F, dim I = 1, dim F = n − 1 (n ≥ 3), B × f F of a complete connected r-
dimensional (1 < r < n) Riemannian manifold B and (n− r)-dimensional Riemannian manifold F and B× f I
of a complete connected (n − 1)-dimensional Riemannian manifold B and one-dimensional Riemannian
manifold I. Motivated by the studies [5] and [10], in the present study, we consider Einstein statistical
warped product manifolds.

2. Dualistic Structures on Warped Product Manifolds

Let
(
M, 1M

)
and

(
N, 1N

)
be two Riemannian manifolds of dimension m and n, respectively and f ∈ C∞ (M)

be a positive function on M. The warped product of
(
M, 1M

)
and

(
N, 1N

)
(see [9]) with warping function f

is the (m × n)-dimensional manifold M ×N endowed with the metric 1 given by:

1 =: π∗1M + ( f ◦ π)2σ∗1N, (5)

where π∗ and σ∗ are the pull-backs of the projections π and σ of M × N on M and N, respectively. The
tangent space T(p,q) (M ×N) at a point

(
p, q

)
∈ M × N is isomorphic to the direct sum TpM ⊕ TqN. Let LHM

(resp. LVN) be the set of all vector fields on M×N, each of which is the horizontal lift (resp. the vertical lift)
of a vector field on M (resp. on N). We have:

T (M ×N) = LHM ⊕ LVN;

and thus a vector field A on M ×N can be written as

A = X + U, with X ∈ LHM and U ∈ LVN.

Obviously,

π∗ (LHM) = TM and σ∗ (LVN) = TN.

For any vector field X ∈ LHM,we denote π∗ (X) by X, and for any vector field U ∈ LVN,we denote by σ∗ (U)
by Ũ [9].
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Let (∇,∇∗),
(
∇̃, ∇̃∗

)
and (D,D∗) be dualistic structures on M, N, and M×N, respectively. For any X,Y ∈ LHM

and U,V ∈ LVN we put [10]

π∗ (DXY) = ∇XY, and π∗
(
D∗XY

)
= ∇∗

X
Y,

and

σ∗ (DUV) = ∇ŨṼ, and σ∗
(
D∗UV

)
= ∇̃∗

Ũ
Ṽ.

Given fields X,Y ∈ LHM and U,V ∈ LVN then:

1. DXY = ∇XY,

2. DXU = DUX =
X f

f U,

3. DUV = −
1(U,V)

f 1rad f + ∇̃ŨṼ,

4. D∗XY = ∇∗
X

Y,

5. D∗XU = D∗UX =
X f

f U,

6. D∗UV = −
1(U,V)

f 1rad f + ∇̃∗
Ũ

Ṽ,

where we use the notation by writing f for f ◦ π and 1rad f for 1rad ( f ◦ π) and denote by 1 the inner
product with respect to M ×N. Obviously, D and D∗

define dual affine connections on T (M ×N) [10].
The Hessian function H f

D of f with respect to connection D is a (0, 2)-tensor field such that

H f
D(X,Y) = XY( f ) − (DXY) f . (6)

Let M be an n-dimensional Riemannian manifold, D an affine connection, {e1, e2, ..., en} an orthonormal
frame field. Then the Laplacian ∆D f of a function f with respect to connection D is defined by

∆D f = div(1rad f ) =

n∑
i=1

1
(
Dei1rad f , ei

)
. (7)

Let MR,N R and R be the Riemannian curvature operators w.r.t. ∇, ∇̃ and D respectively. Then Todji-
hounde [10] gave the following lemma:

Lemma 2.1. Let
(
1M,∇,∇∗

)
and

(
1N, ∇̃, ∇̃∗

)
be dualistic structures on M and N, respectively, B = M× f N a warped

product with curvature tensor R. For X,Y,Z ∈ LHM and U,V,W ∈ LVN,
(i) R (X,Y) Z = (MR

(
X,Y

)
Z),

(ii) R (V,Y) Z = − 1
f H f

D(Y,Z)V,
(iii) R (X,Y) V = R (V,W) X = 0,
(iv) R (X,V) W = − 1

f 1 (V,W) DX
(
1rad f

)
,

(v) R (V,W) U = (NR(Ṽ, W̃)Ũ) + 1
f 2

∥∥∥1rad f
∥∥∥2 (
1 (V,U) W − 1 (W,U) V

)
.

For the calculations of the Ricci tensors of the warped product B = M × f N, by a similar way of [9], we
can state the following lemma:

Lemma 2.2. Let
(
1M,∇,∇∗

)
and

(
1N, ∇̃, ∇̃∗

)
be dualistic structures on M and N, respectively, B = M× f N a warped

product with Ricci tensor BS. Given fields X,Y ∈ LHM and U,V ∈ LVN, then
(i) BS (X,Y) =M S (X,Y) − d

f H f
D (X,Y), where d = dim N,

(ii) BS (X,V) = 0,

(iii) BS (U,V) =N S (U,V) − 1 (U,V)
[

∆D f
f +

‖1rad f‖
2

f 2 (d − 1)
]
.
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3. Einstein Warped Products in Statistical Manifolds

In this section, we consider Einstein statistical warped product manifolds and prove some results
concerning these type manifolds.

Now, let
(
1,D,D∗

)
be a dualistic structure on M × f N. So we can state the following theorems:

Theorem 3.1. Let (B = I × f N,D,D∗, 1) be a statistical warped product with a 1-dimensional statistical manifold I
with trivial statistical structure and an (n − 1)-dimensional statistical manifold N.

i) If (B, 1) is an Einstein statistical manifold, then N is an Einstein statistical manifold with scalar curvature
τN = − (n − 1) (n − 2)a2, f (t) = cosh(at + b) and a, b are real constants.

ii) Conversely, if N is an Einstein statistical manifold with scalar curvature τN = − (n − 1) (n − 2)a2, f (t) =
cosh(at+b) and a, b are real constants, then B is an Einstein statistical manifold with scalar curvature τB = −n(n−1)a2.

Proof. Denote by (dt)2, the metric on I. Making use of Lemma 2.2, we can write

BS
(
∂
∂t
,
∂
∂t

)
= −

n − 1
f

[
f ′′ − f ′1

(
D ∂

∂t

∂
∂t
,
∂
∂t

)]
.

Since I is a 1-dimensional statistical manifold with trivial statistical structure, we have

1

(
D ∂

∂t

∂
∂t
,
∂
∂t

)
= 0. (8)

So the above equation reduces to

BS
(
∂
∂t
,
∂
∂t

)
= −

n − 1
f

f ′′. (9)

On the other hand, for U,V ∈ LVN

BS (U,V) =N S (U,V)

−

 f ′′ + f ′1
(
D ∂

∂t

∂
∂t ,

∂
∂t

)
f

+ (n − 2)
f ′2

f 2

 1 (U,V) .

Then using (8) and the definition of warped product metric (5), we get

BS (U,V) =N S (U,V) −
[

f ′′ f + (n − 2) f ′2
]
1N (U,V) . (10)

Since B is an Einstein statistical manifold, from (1), we have

BS
(
∂
∂t
,
∂
∂t

)
= λ1I

(
∂
∂t
,
∂
∂t

)
(11)

and

BS (U,V) = λ f 21N (U,V) . (12)

If we consider (11) and (9) together, then we find

λ = −
n − 1

f
f ′′. (13)

Hence from (1), λ is a constant.
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Using (12) and (13) in (10) we obtain

NS (U,V) = (n − 2)
[
− f ′′ f + f ′2

]
1N (U,V) .

If − f ′′ f + f ′2 is a constant, then N is an Einstein statistical manifold. Since λ is a constant, f ′′

f is also a
constant. Since f > 0, we get f (t) = cosh(at + b), where a and b are real constants. In this case, N is an
Einstein statistical manifold with scalar curvature τN = − (n − 1) (n − 2)a2.

Conversely, assume that N is an Einstein statistical manifold with scalar curvature τN = − (n − 1) (n−2)a2,
f (t) = cosh(at + b) and a, b are real constants. Then

NS = −(n − 2)a21N.

From Lemma 2.2 (iii), (i) and the definition of warped product metric (5), we have
BS (U,V) = −(n − 1)a21(U,V) (14)

and

BS
(
∂
∂t
,
∂
∂t

)
= −(n − 1)a21(

∂
∂t
,
∂
∂t

). (15)

So B is an Einstein statistical manifold with scalar curvature τB = −n(n − 1)a2.
Hence we get the result as required.

From Lemma 2.1, it can be easily seen that if
(
M,∇,∇∗, 1M

)
and

(
N, ∇̃, ∇̃∗, 1N

)
are statistical manifolds of

constant curvatures c and c̃, respectively,

H f
D(X,Y) = −c f1(X,Y), DX

(
1rad f

)
= −c f X

and 1
f

∥∥∥1rad f
∥∥∥ is a constant, then

(
B = M × f N,D,D∗, 1

)
is also a statistical manifold of constant curvature

c, where c = c̃ − 1
f 2

∥∥∥1rad f
∥∥∥2
.

Theorem 3.2. Let
(
B = M × f N,D,D∗, 1

)
be a statistical warped product of an r-dimensional (1 < r < n) statistical

manifold
(
M,∇,∇∗, 1M

)
and (n − r)-dimensional statistical manifold

(
N, ∇̃, ∇̃∗, 1N

)
.Assume that

(
B, 1

)
is a statistical

manifold of constant curvature c. Then
i) N is Einstein if c f 2 +

∥∥∥1rad f
∥∥∥2

is a constant.

ii) M is Einstein if λ1M (X,Y) = H f
D (X,Y) , where λ is a differentiable function on M and λ

f is a constant.

Proof. Assume that B is a statistical manifold of constant curvature c. So B is an Einstein statistical manifold
with scalar curvature τB = n (n − 1) c. From (3), we can write

1 (R (X,U) V,Y) = c
{
1 (U,V) 1 (X,Y) − 1 (X,V) 1 (U,Y)

}
(16)

= c1 (U,V) 1 (X,Y) ,

where X,Y ∈ LHM, U,V ∈ LVN.
Since M × f N is a warped product, then from Lemma 2.2 (iv), we have

1 (R (X,U) V,Y) = −
1
f
1(U,V)1

(
DX1rad f ,Y

)
(17)

for X,Y ∈ LHM,U,V ∈ LVN. If we choose a local orthonormal frame e1, ..., en such that e1, ..., er are tangent to
M and er+1, ..., en are tangent to N, in view of (16) and (17), then∑

1≤ j≤r, r+1≤s≤n

1
(
R

(
e j, es

)
es, e j

)
=

∑
1≤ j≤r, r+1≤s≤n

c1 (es, es) 1
(
e j, e j

)
= −

1
f

∑
1≤ j≤r, r+1≤s≤n

1(es, es)1
(
De j1rad f , e j

)
.
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So we find

−
∆D f

f
= cr. (18)

From Lemma 2.2 (iii), using (18), we get

NS (U,V) = (n − r − 1)
(
c f 2 +

∥∥∥1rad f
∥∥∥2

)
1N (U,V) ,

which means that N is Einstein if c f 2 +
∥∥∥1rad f

∥∥∥2
is a constant.

Now assume that the Hessian of the affine connection D is proportional to the metric tensor 1M, then
we can write

λ1M (X,Y) = H f
D (X,Y) , (19)

where λ is a differentiable function on M. On the other hand, from Lemma 2.2 (i) and (19), we get

MS(X,Y) =

(
(n − 1) c + λ

n − r
f

)
1M(X,Y).

So M is Einstein if λ
f is a constant.

This proves the theorem.

Theorem 3.3. Let
(
B = M × f I,D,D∗, 1

)
be a statistical warped product of an (n − 1)-dimensional statistical man-

ifold
(
M,∇,∇∗, 1M

)
and 1-dimensional statistical manifold I. Assume that λ1M (X,Y) = H f

D (X,Y) , where λ is a
differentiable function on M.

i) If
(
B, 1

)
is an Einstein statistical manifold, then

(
M, 1M

)
is an Einstein statistical manifold with scalar curvature

τM = (n − 1)
(
λ
f −

∆D f
f

)
, when λ

f is a constant.

ii) Conversely, if
(
M, 1M

)
is an Einstein statistical manifold when λ

f is a constant, then
(
B, 1

)
is an Einstein

statistical manifold with scalar curvature τB = −n ∆D f
f , when ∆D f

f is a constant.

Proof. Since
(
B, 1

)
is an Einstein statistical manifold, from Lemma 2.2 (i) and (iii), we have

MS (X,Y) =
τB

n
1 (X,Y) +

1
f

H f
D (X,Y) (20)

and

BS
(
∂
∂t
,
∂
∂t

)
= −

∆D f
f
1

(
∂
∂t
,
∂
∂t

)
, (21)

respectively. Since the Hessian of the affine connection D is proportional to the metric tensor 1M, then using
(20) and (19), we have

MS (X,Y) =

(
τB

n
+
λ
f

)
1M (X,Y) . (22)

Since
(
B, 1

)
is an Einstein statistical manifold, from (1), we get

τB

n
= −

∆D f
f

= constant,
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where the scalar curvature τB is a constant. Substituting the last equation in (22) we obtain

MS (X,Y) =

(
λ
f
−

∆D f
f

)
1M (X,Y) .

Since ∆D f
f is a constant,

(
M, 1M

)
is an Einstein statistical manifold, if λ

f is also a constant.

Conversely, if
(
M, 1M

)
is an Einstein statistical manifold with scalar curvature τM = (n − 1)

(
λ
f −

∆D f
f

)
,

when λ
f is a constant, then

MS (X,Y) =

(
λ
f
−

∆D f
f

)
1M (X,Y) .

So using Lemma 2.2 (i) and (iii), we have

BS (X,Y) = −
∆D f

f
1 (X,Y)

and

BS
(
∂
∂t
,
∂
∂t

)
= −

∆D f
f
1

(
∂
∂t
,
∂
∂t

)
.

Hence
(
B, 1

)
is an Einstein statistical manifold with scalar curvature τB = −n ∆D f

f , if ∆D f
f is a constant.

This proves the theorem.
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