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Convergence Analysis via Residual Function
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Abstract. In this paper, Bernstein polynomials method (BPM) and their operational matrices are adopted
to obtain approximate analytical solutions of variational problems. The operational matrix of differentiation
is introduced and utilized to reduce the calculus of variations problems to the solution of system of algebraic
equations. The solutions are obtained in the form of rapidly convergent finite series with easily computable
terms. Comparison between the present method and the homotopy perturbation method (HPM), the
non-polynomial spline method and the B-spline collocation method are made to show the effectiveness
and efficiency for obtaining approximate solutions of the calculus of variations problems. Moreover,
convergence analysis based on residual function is investigated to verified the numerical results.

1. Introduction

Calculus of variations is a field of mathematical analysis that deals with maximizing or minimizing
functionals. Functionals are real valued functions on some vector space. They are often expressed as
definite integrals involving functions and their derivatives. variational problems appear in engineering and
science applications where minimization of functionals, such as, the Lagrangian, strain, potential, and
total energy, etc. give the laws governing a system’s behavior. In optimal control theory, minimization of
certain functionals give control functions for optimum performance of the system [1]. The brachistochrone,
geodesics and isoperimetric problems have played an important role in the development of the calculus
of variations (cf. , [2, 3]). Several methods have been used to solve variational problems in the literature
(cf. ,[4–15]).

Let us consider the simplest form of the variational problems

v[u(x)] =

x1∫
x0

F(x,u(x),u′(x)) dx, (1)

where v is the functional that its extremum must be found. In order to find the extreme value of v, the
boundary points of the admissible curves are given by

u(x0) = α, u(x1) = β. (2)
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The necessary condition for the solution of the problem (1) is to satisfy the Euler-Lagrange equation:

Fu −
d
dx

Fu′ = 0, (3)

with the boundary conditions given in (2). The Euler-Lagrange equation (3) is in general a nonlinear
differential equation of the second order which does not always have analytic solution.

In this paper, we will adopt the Bernstein polynomials method (BPM) for solving the Euler-Lagrange
equation (3) which arises from problems in calculus of variations. BPM has been applied to solve a variety
of linear and nonlinear problems in mathematics and physics, (cf. , [16? –40]).

2. Orthonormal Bernstein polynomials and their properties

Definition 1. The Bernstein polynomials of degree m defined on the interval [a, b] are given as [23, 24]

Bi,m(x) =

(
m
i

)
(x − a)i(b − x)m−i

(b − a)m , i = 0, 1, . . . ,m,

where the binomial coefficient is

(
m
i

)
=

m!
i! (m − i)!

.

For convenience, we usually set Bi,m = 0 if i < 0 or i > m.

Some useful properties for Bi,m(x) on [a, b]:

1. Recurrence formula: The Bernstein polynomial of degree m − 1 in terms of a linear combination of
Bernstein polynomials of degree m on the interval [a, b] is given as

(b − a)Bi,m−1(x) =
(m − i

m

)
Bi,m(x) +

( i + 1
m

)
Bi+1,m(x).

2. Derivative formula: The derivatives of the mth degree Bernstein polynomials are given by

dn

dxn

(
Bi,m(x)

)
= 1

(b−a)n
m!

(m−n)!

min(i,n)∑
k=max(0,i+n−m)

(−1)k+n(n
k
)
Bi−k,m−n(x).

3. Bernstein polynomials method

In this section the basic ideas of the Bernstein polynomials method are introduced by considered Eq. (3)
subject to the boundary conditions (2).
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3.1. Approximating functions by Bernstein polynomials

Let u(x) be the exact solution of (3). We want to approximate u(x) and it’s nth
−derivatives by um(x) and

u(n)
m (x) in the matrix form as

u(x) ' um(x) =

m∑
i=0

ciBi,m(x),

= c0B0,m(x) + c1B1,m(x) + . . . + cmBm,m(x),
= CΦ(x), (4)

u′(x) ' u′m(x) =

m∑
i=0

ciB′i,m(x),

= c0B′0,m(x) + c1B′1,m(x) + . . . + cmB′m,m(x),
= CΦ′(x), (5)
...

u(n)(x) ' u(n)
m (x) =

m∑
i=0

ciB
(n)
i,m(x),

= c0B(n)
0,m(x) + c1B(n)

1,m(x) + . . . + cmB(n)
m,m(x),

= CΦ(n)(x), (6)

where C is an unknown constant matrix of size 1 × (m + 1) to be determining and Φ(x),Φ′(x), . . .Φ(n)(x) are
the 1 × (m + 1) matrices of Bernstein polynomials with it’s derivatives defined as

C = [c0, c1, . . . , cm], Φ(x) = [B0,m(x),B1,m(x), . . . ,Bm,m(x)]T,

Φ′(x) = [B′0,m(x),B′1,m(x), . . . ,B′m,m(x)]T,

...

Φ(n)(x) = [B(n)
0,m(x),B(n)

1,m(x), . . . ,B(n)
m,m(x)]T.

4. Applications of approximating functions and operational matrices

To solve Eq.(3) subject to the boundary cognitions (2) by means of the Bernstein polynomials method
we employ Eqs. (4) and then we define the residual<(x) for Eq. (3) as

<(x) ' FCΦ(x) −
d
dx

[
FCΦ′(x)

]
. (7)

Now, to find the solution um(x) given in Eq. (4) we generate (m − 1) set of linear or nonlinear algebraic
equations by applying the collocation nodes of the roots of Chebyshev polynomials

xi =
1
2

+
1
2

cos
(

(2i + 1)π
2(m − 1)

)
, i = 0, 1, . . . ,m − 2. (8)

Also, by imposing the boundary conditions (2) into Eq. (4) we have

um(x0) = CΦ(x0) = α, um(x1) = CΦ(x1) = β. (9)

Eq’s. (7) and (9) generate (m + 1) set of linear or nonlinear algebraic equations respectively. These algebraic
equations can be solved for the unknown coefficients of the vector C. Consequently, um(x) given in Eq. (4)
can be easily calculated using Maple 15 with Digits= 100.
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5. Error estimates and residual correction procedure

In this section, we follow [48,49] and give two different error estimations for the orthonormal Bernstein
approximate solution of Eq. (3). For this purpose, we constitute two different error estimation procedures
which involve residual correction and Runge-Kutta Fehlberg Method (RK45).

Let u(x), and um(x) be the exact solution and the approximate solution of (3), respectively. Now, let us
constitute a residual correction procedure for the method. This procedure is based on the residual function.
First, by attaining e(x) := u(x) − um(x) yield u(x) := e(x) + um(x), therefor Eq. (3) will be

Fe(x)+um(x) −
d
dx

Fe′(x)+u′m(x) = 0, (10)

where

e(x) ' e∗n(x) = C
e
Φ(x), C

e
= [ce

0, c
e
1, . . . , c

e
m], n ≥ m.

Applying the method introduced in section (4) to the Eq.(10), subject to the boundary conditions

e∗n(x0) = 0, e∗n(x1) = 0, (11)

gives the new approximate solution of the absolute error, namely e∗n(x).

Corollary 2. If um(x) is the approximate solutions of (3), then um(x) + e∗n(x) is also approximate solution for (3).

Thus, the approximate solutions um(x) + e∗n is better approximation than um(x). We will call the approxi-
mate solutions um(x) + e∗n(x) as the corrected approximate solution.

As a second error estimation of the absolute error, we can use any two elements of the sequence of
approximations. This estimation is similar to the error analysis of RK45. In the exact arithmetic, the
absolute errors can be bounded by

|‖u(x) − um(x)‖ − ‖u(x) − un(x)‖| = C ‖u(x) − uk(x)‖ ≤ ‖un(x) − um(x)‖ , n ≥ m,

where

‖u(x) − uk(x)‖ = max {‖u(x) − um(x)‖ , ‖u(x) − un(x)‖} ,C =
‖un(x) − um(x)‖
‖u(x) − uk(x)‖

.

Thus, if the error sequence is monotone, then we can use ‖um+1(x) − um(x)‖ to may estimate the absolute
error ‖u(x) − um(x)‖.

6. Investigating convergence via residual function

Here, we follow the investigation of convergence process given in [41] to the convergence of the Bernstein
polynomials solution by using the residual function of model problems in Banach space for the different
values of m. Therefore, we can determine the behavior of our solutions. The residual function <m(x) is
obtained, when our solution um(x) is written into Eq. (3) as

<m(x) ' Fum(x) −
d
dx

[
Fu′m(x)

]
, (12)

where <m(x) can be defined on the interval [a, b] as <m(x) : [a, b] → R and <m(x) can be written in the
Taylor series expansion as

<m(x) =

m∑
i=0

rixi. (13)

Now, let us give a required theorem for our investigation.



A. S. Bataineh / Filomat 32:4 (2018), 1379–1393 1383

Theorem 1. . Let B be a Banach space. The residual function sequence
{
<m(x)

}∞
m=0 is convergent in B and the

following inequality is satisfied so that 0 < γm < 1. Here, γm is constant in B:

‖<m+1(x)‖ ≤ γm ‖<m(x)‖. (14)

Proof 1. We want to show that
{
<m+1(x)

}∞
m=0 is a Cauchy sequence in the Banach space B. For this purpose, consider,

∥∥∥<m+1(x)
∥∥∥ =

∥∥∥∥∥∥∥
m+1∑
i=0

rixi

∥∥∥∥∥∥∥
= sup


∣∣∣∣∣∣∣
m+1∑
i=0

rixi

∣∣∣∣∣∣∣ : x ∈ [a, b]


≤ sup

m+1∑
i=0

∣∣∣rixi
∣∣∣ : x ∈ [a, b]


=

∣∣∣<m+1(b)
∣∣∣ ,

so, the inequality (14) can be written at the point b as∣∣∣<m+1(b)
∣∣∣ ≤ γm |<m(b)|. (15)

Starting from the inequality (15)∣∣∣<m+1(b)
∣∣∣ ≤ ∣∣∣<m+1(b) −<m(b)

∣∣∣ ≤ (γm − 1)
∣∣∣<m(b)

∣∣∣ , (16)

and by generalizing the inequality (16)∣∣∣<m+1(b) −<m(b)
∣∣∣ ≤ (γm − 1)

∣∣∣<m(b)
∣∣∣ ≤ (γm − 1)2

∣∣∣<m−1(b)
∣∣∣ ≤ · · · ≤ (γm − 1)m+1

∣∣∣<0(b)
∣∣∣ .

For every m,n ∈ IN, m ≥ n, we have

∣∣∣<m(b) −<n(b)
∣∣∣ ≤ ∣∣∣(<m(b) −<m−1(b)) + (<m−1(b) −<m−2(b)) + · · · + (<n+1(b) −<n(b))

∣∣∣
≤

∣∣∣(<m(b) −<m−1(b))
∣∣∣ +

∣∣∣(<m−1(b) −<m−2(b))
∣∣∣ + · · · +

∣∣∣(<n+1(b) −<n(b))
∣∣∣

≤ (γm − 1)m
∣∣∣<0(b)

∣∣∣ + (γm − 1)m−1
∣∣∣<0(b)

∣∣∣ + · · · + (γm − 1)n+1
∣∣∣<0(b)

∣∣∣
=

( 1−(γm−1)m−n

1−(γm−1)

)
(γm − 1)n+1

∣∣∣<0(b)
∣∣∣ ,

and since 0 < γm < 1, we get,

lim
m,n→∞

∣∣∣<m(b) −<n(b)
∣∣∣ = 0. (17)

Therefore,
{
<m(b)

}∞
m=0 is a Cauchy sequence in the Banach space B and so it is convergent. This completes the proof

of Theorem 1.

In other words, the parameter γm can be defined as, for every m ≥ 0, we have

γm =


∥∥∥<m+1(x)

∥∥∥∥∥∥<m(x)
∥∥∥ =

|<m+1(b)|
|<m(b)|

,
∣∣∣<m(b)

∣∣∣ , 0

0
∣∣∣<m(b)

∣∣∣ = 0,

(18)
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then the residual function sequence
{∣∣∣<m(x)

∣∣∣}∞
m=0

approach to zero as m is increased. The main advantage
of this algorithm is that it works successfully in handling nonlinear equations directly with a minimum size
of calculations.

7. Numerical experiments

To demonstrate the effectiveness of the BPM algorithm discussed above, several examples of variational
problems will be studied in this section.

7.1. Problem 1
We consider the following variational problem:

min v =

1∫
0

[u(x) + u′(x) − 4e(3x)]2 dx, (19)

subject to the boundary conditions

u(0) = 1, u(1) = e3. (20)

The corresponding Euler-Lagrange equation is given by

u′′ − u − 8e(3x) = 0, (21)

To solve (20)–(21) via the BPM approach, we take m = 5 and approximate the solution as

u5(x) =

5∑
i=0

ciBi,5(x) = CΦ(x).

Now according to (7) and (9) we have

<(x) ' CΦ′′(x) − CΦ(x) − 8e3x, (22)
CΦ(0) = 1, CΦ(1) = e3. (23)

Eq’s (22) and (23) using the collocation nodes (8) gives system of linear algebraic equations depend on the
unknown coefficients {c0, . . . , c5} that can be easily to solve using Maple 15 with Digits= 100. Thus

u5(x) = 1. + 2.974218455x + 4.05881680x2 + 9.12544718x3
− 7.22074889x4 + 10.14780338x5.

Therefore, the∞−norm of the absolute error function for m = 5 is obtained as follows:

‖u − u5‖∞ = 0.027

Moreover, the approximate solution u5(x) can be corrected using our procedure giving in section (5).
According to (10) and (11) we have

C
e
(Φ′′(x) + u5(x)) − C

e
(Φ(x) + u5(x)) − 8e3x = 0,

C
e
Φ(0) = 0, C

e
Φ(1) = 0.

The above Eqs. for n = 14 using (8) gives system of linear algebraic equations depend on the unknown
coefficients {ce

0, . . . , c
e
14} that can be easily to solve. Thus

e∗14(x) = 0.02578122855x + 0.4411815511x2
− 4.625261062x3 + 10.59061766x4

−8.05703178x5 + 0.5329292x6 + 2.6266857x7
− 6.4629679x8 + 13.63326283x9

−18.9679561x10
− 10.768213x12 + 17.8387073x11 + 3.7766341x13

−0.58436953x14.
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Finally the corrected approximate solution is u5(x) + e∗14(x).
The maximum absolute errors for the present method and the Non-Polynomial spline method of order

sixteen [5] are shown in Table 1. From this table it’s clear that our results are more accurate. In Figure 1 we
plot,

(a) The approximate solution u5(x), the corrected approximate solution u5(x) + e∗14(x) and the exact solution
u(x) in the interval x ∈ [0, 4].

(b) The absolute error | u(x) − u5(x) | and the estimate absolute error | e∗14(x) |.

(c) The corrected absolute error | u(x) − (u5(x) + e∗14(x)) | by applying the residual correction procedure.

(d) Estimate the absolute error | u6(x) − u5(x) |.

From this Figure the corrected approximate solution and the corrected absolute error are more better than
the approximate solution and the absolute error respectively. Moreover the upper bound can be estimated
if the exact solution is unknown. Figure 2 shown the numerical results of γm . It can be easily seen that γm

are less than one.

Table 1: The maximum absolute errors and run time in seconds of problem 1.

n Non-Polynomial spline method [5] t m Present method t
‖ E ‖∞ ‖ E ‖∞

16 4.41 × 10−16 0.45 16 9.58 × 10−16 0.890
32 3.23 × 10−21 0.51 20 2.01 × 10−21 1.061
64 1.74 × 10−26 0.55 24 2.03 × 10−27 1.311
128 7.89 × 10−32 0.82 28 1.10 × 10−33 1.545
256 3.28 × 10−37 1.48 32 3.49 × 10−40 1.841
512 1.31 × 10−42 6.19 36 6.87 × 10−47 2.168
1024 5.10 × 10−48 36.44 40 8.85 × 10−54 2.543

(a)

Corrected approximate solution:u5(x) + e∗14(x)
Approximate solution:u5(x)

Exact solution: u(x)

x

u
5
(x
),

u
5
(x
)
+
e∗ 1

4
(x
),

u
(x
)

43.532.521.510.50

180000

160000

140000

120000

100000

80000

60000

40000

20000

0

(b)

Estimate Abs-Error: | e∗14(x) |
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Figure 1: Numerical results of BPM for problem (1).
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Figure 2: Numerical results of γm for problem (1). Here γm are less than one.

7.2. Problem 2
We consider the following variational problem:

min v =

1∫
0

1 + u2(x)
u′2(x)

dx, (24)

subject to the boundary conditions

u(0) = 0, u(1) = 0.5. (25)

The corresponding Euler-Lagrange equation is given by

u′′ + u′′u2
− uu′2 = 0, (26)

or equivalently

u′′ =
uu′2

1 + u2 , (27)

with boundary conditions (25). The exact solution of the variational problem (24) is

u(t) = sinh(0.481211825 x). (28)

By the same manipulations as in the previous example and assuming m = 4, we have

u4(x) = 0.4812265234773x + 0.0000701645796x2 + 0.0181546818671x3 + 0.0005486300758x4,

and also we have for n = 5

e∗5(x) = 0.1289687526 × 10−11x + 0.324759071 × 10−12x2
− 0.183769252 × 10−11x3

+0.1261456470 × 10−10x4
− 0.1239131878 × 10−10x5.

The maximum absolute errors for the present method and the B–Spline Collocation Method [4] are shown
in Table 2. Further reconfirms the present results are more accurate. In Figure 5 we plot,

(a) The approximate solution u5(x), the corrected approximate solution u5(x) + e∗14(x) and the exact solution
u(x) in the interval x ∈ [0, 4].

(b) The absolute error | u(x) − u5(x) | and the estimate absolute error | e∗14(x) |.
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(c) The corrected absolute error | u(x) − (u5(x) + e∗14(x)) | by applying the residual correction procedure.

(d) Estimate the absolute error | u6(x) − u5(x) |.

From this Figure the corrected approximate solution and the corrected absolute error are more better than
the approximate solution and the absolute error respectively. Moreover the upper bound can be estimated
if the exact solution is unknown. Figure 4 shown the numerical results of γm . It can be easily seen that γm

are less than one.

Table 2: The maximum absolute errors and run time in seconds of problem 2.

N B–Spline Collocation Method [4] t m Present Method t
‖ E ‖∞ ‖ E ‖∞

8 2.18 × 10−6
− 5 2.57 × 10−8 0.890

16 5.43 × 10−7
− 6 1.11 × 10−9 0.968

32 1.35 × 10−7
− 7 6.66 × 10−11 1.124

64 3.35 × 10−8
− 8 6.66 × 10−11 1.280

128 8.01 × 10−9
− 9 6.66 × 10−11 1.669

256 1.64 × 10−9
− 10 6.66 × 10−11 2.028
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Figure 3: Numerical results of BPM for problem (2).
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Figure 4: Numerical results of γm for problem (2). Here γm are less than one.

7.3. Problem 3

We consider the following brachistochrone problem:

min v =

1∫
0

[
1 + u′2(x)
1 − u(x)

]2

dx, (29)

subject to the boundary conditions

u(0) = 0, u(1) = −0.5. (30)

The corresponding Euler-Lagrange equation is given by

u′′ =
1
2

(
1 + u′2

1 − u

)
, (31)

or equivalently

2u′′ − 2uu′′ − u′2 − 1 = 0, (32)

with boundary conditions (30). The exact solution of the brachistochrone problem (29) in implicit form is

F(x,u) = 0.5938731505 − x −
√

−u2 + 0.381510869u + 0.618489131

−0.8092445655 tan−1

(
u − 0.1907554345

√

−u2 + 0.381510869u + 0.618489131

)
.

The 4−term HPM approximate solution is given by [42]

φ4 = −
209379982158073
262813488537600

t +
71856289
180633600

t2
−

630915349
4843238400

t3
−

11645089
722534400

t4

+
152564089
2690688000

t5 +
202189357

10838016000
t6
−

468036601
11300889600

t7 +
3691

322560
t8

−
1400257

270950400
t9 +

1189
241920

t10 +
149843

124185600
t11
−

3743
3801600

t12
−

5167
15654912

t13

+
19031

82790400
t14 +

394403
19372953600

t16
−

537553
158083301376

t18 +
1069

1982955520
t20. (33)
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It is clearly seen that the 4−term HPM approximate solution is a polynomial of degree t20. Based on that
for m = 20 and by the same manipulations as in the previous example we have

u20(x) = −0.786441t + 0.404622t2
− 0.212141t3 + 0.179700t4

− 0.173144t5 + 0.182541t6

−0.203607t7 + 0.236176t8
− 0.280738t9 + 0.335585t10

− 0.392033t11

+0.430653t12
− 0.425975t13 + 0.363484t14

− 0.256885t15 + 0.144266t16

−0.061324t17 + 0.018422t18
− 0.003471t19 + 0.000308t20. (34)

Table 3 shows the maximum absolute errors function for different values of m to display the convergence
of the solutions. It is clear that the efficiency of this approach can be dramatically enhanced by increasing
m. In Figure 5 we plot,

(a) The absolute error function |F(x, φ4)| for the solution (33) obtained by HPM [42] in the interval [0, 1].

(b) The absolute error function |F(x,u20)| for the solution (34) obtained by the present method in the interval
[0, 1].

(c) The approximate solution F(x,u5) obtained by the present method in the interval [0, 1].

It is clear that the present solution is more accurate than the solution of HPM. Figure 6 shown the numerical
results of γm . It can be easily seen that γm are less than one.

Table 3: The maximum absolute errors and run time in seconds of problem 2.

m ‖ F(x,um) ‖∞ t
5 9.94 × 10−3 0.312
6 2.34 × 10−3 0.375
7 5.45 × 10−4 0.453
8 1.26 × 10−4 0.530
9 2.92 × 10−5 0.608
10 6.47 × 10−6 0.780
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(a)

Abs-Error Function: | F (x, φ4) |
HPM Solution
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(b)

Abs-Error Function: | F (x, u20) |

x
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2
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)
|
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3e-012
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1e-012
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(c)

F (x, u5)

x

F
(x
,u

5
)
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0
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-0.3

-0.4

-0.5

Figure 5: Numerical results of BPM and HPM for problem (3).

m
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876543210

0.6

0.5

0.4

0.3

0.2

0.1

0

Figure 6: Numerical results of γm for problem (3). Here γm are less than one.

7.4. Problem 4

We consider the following variational problem:

v[u(x),w(x)] =

π/2∫
0

[u′2(x) + w′2(x) + 2u(x)w(x)] dx, (35)

subject to the following boundary conditions:

u(0) = 0, u(π/2) = 1, (36)
w(0) = 0, w(π/2) = −1. (37)
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Table 4: The maximum absolute errors and run time in seconds of problem 4.

N B–Spline Collocation Method [4] t m Present Method t
‖ E1 ‖∞=‖ E2 ‖∞ ‖ E1 ‖∞=‖ E2 ‖∞

8 8.9855 × 10−4
− 5 0.5767 × 10−4 1.014

16 2.2507 × 10−4
− 6 1.1169 × 10−4 1.029

32 5.6321 × 10−5
− 7 1.0528 × 10−5 1.045

64 1.4082 × 10−5
− 8 1.6762 × 10−6 1.092

128 3.5207 × 10−6
− 9 1.1803 × 10−7 1.124

256 8.8018 × 10−7
− 10 1.6021 × 10−8 1.202

w(x)
w14(x)
u(x)

u14(x)

x

u
(x
),
w
(x
)

420-2-4

2

1.5

1

0.5

0

-0.5

-1

-1.5

-2

Figure 7: Comparison between the BPM solutions of u14(x),w14(x) and the exact solution (40) on the interval [−5, 5] to Problem (4).

The corresponding system of Euler’s differential equations is given by

u′′ − w = 0, (38)
w′′ − u = 0, (39)

with boundary conditions (36)–(37). The exact solution of the variational problem (35) is as follows [15]:

u(x) = sin(x), w(x) = − sin(x). (40)

In Table 4 the maximum absolute errors to the present method for different values of m is compare with
maximum absolute errors of the B–Spline collocation method [4] for different values of N. We see that the
present method achieves higher accuracy than the B–Spline collocation method. In Figure 7 we compar the
exact solutions u(x) and w(x) defined in (40) with the present approximate solutions of u14(x) and w14(x) on
the interval [−5, 5]. Figure 8 shown the numerical results of γm . It can be easily seen that γm are less than
one.
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m

γ
m

876543210
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0

Figure 8: Numerical results of γm for problem (4). Here γm are less than one.

8. Conclusions

In this paper, the BPM technique was applied to obtain an approximate analytical solutions of some
problems in calculus of variations. In most cases, BPM provides more realistic series solutions that converge
very rapidly, usually only small size operational matrix is required to provide the solution at high accuracy.
Some examples of variational problems were solved using BPM to illustrate the efficiency and accuracy of
the method.
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