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Abstract. In this paper, we consider a kind of second-order neutral differential equation with time-
dependent deviating arguments. By applications of Krasnoselskii’s fixed point theorem, sufficient condi-
tions for the existence of positive periodic solutions are established.

1. Introduction

In this paper, we consider the following second-order neutral differential equation with time-dependent
deviating arguments

(x(t) — ex(t = 1)) +a(t)x(t) = f(t, x(t = 6(1))), )

where ¢, T are constants with |c] # 1 and 0 < T < w, a(t) € C(RR, (0,+)), 6(f) € C(R,R), a(t) and 5(t) are
w-periodic functions with ¢, f(t,x) € C(R X R,R) and f(t + w,-) = f(¢,-), here w is a positive constant.

Neutral differential equations manifest themselves in many fields. There has been a rapid growth
of interest in neutral differential equations which appeared in the control models, blood cell production
models and population models [3, 7]. For example, Bai and Xu [3] discussed the two-phase size-structured
population model with infinite states-at-birth and distributed delay in birth process. In recent years, some
good deal of works have been performed on the existence of periodic solutions of first-order and second-
order neutral differential equations (see [4]-[6],[8]-[14]). In 2007, Wu and Wang [11] discussed a kind of
second-order neutral delay differential equation

(x(t) = ex(t = 1)) + a(t)x(t) = Ab(t) f (x(t = 6(1)), )

which is a particular case of equation (1). By applications of a fixed point theorem in cones, some sufficient
conditions of existence, multiplicity and nonexistence of positive periodic solutions were established with
c € (-1,0). Afterwards, Cheung, Ren and Han [4] investigated a kind of neutral differential equation

(x(t) — cx(t = 6(1)))” + a(t)x(t) = f(t, x(t - 6(t))), )
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where |c| < 1. Differing from equation (1), the deviating argument of equation (3) is the same as the time
delay term. By means of Krasnoselskii’s fixed point theorem, they obtained sufficient conditions for the
existence of periodic solutions to equation (3).

In the above papers, the authors investigated second-order neutral differential equations only in the case
that |c] < 1. And to our knowledge, the case |c| > 1 has not been investigated until now. In this paper, we
try to fill this gap and establish the existence of positive periodic solutions of equation (1) in the cases that
lc] < 1and |c| > 1 by employing the property of the neutral operator (Ax)(t) := x(t) — cx(t — 7) and applying
Krasnoselskii’s fixed point theorem. The techniques used are quite different from that in [4, 11] and our
results are more general than those in [4, 11] in two aspects. Firstly, by using the property of the neutral
operator (Ax)(t), we give f(t, x) condition which is weaker than the F(t, x) := f(t, x(t — 5(t))) — ca(t)x(t — 5(t))
condition in [4]. Secondly, we establish the existence of positive periodic solutions of equation (1) in the
cases that |c| < 1 and |c| > 1.

The paper is organized as follows. In Section 2, firstly, the Green’s function is given and some useful
properties for the Green’s function are obtained. Afterwards, we analyze qualitative properties of the
neutral operator (Ax)(t) which is helpful for further studies of differential equations. In Section 3, we
get existence results of positive periodic solutions for equation (1) in the case that ¢ € (-5, 7i%), here
M :=max/{a(t) : t € [0,w]} and m := min {a(t) : t € [0, w]}. We prove the existence criteria of periodic solutions
for equation (1) through a basic application of Krasnoselskii’s fixed point theorem. In Section 4, we
investigate the existence of positive periodic solutions for equation (1) in the case that c € (—co, =1) U(1, +o0).
Our results extend and improve some corresponding results in [4, 11].

2. Preparation
Let
Cp = {x e C(R,R) : x(t + w) = x(t)}
with norm ||x|| := niloax] |x(t)|. Clearly, (Cy, || - I|) is a Banach space.
tel0,w

Define
Ch:={x € C(R, (0, +0)) : x(t + w) = x(t)},

_ 2M+m — 2M + m)? — 4Mm
N 2M '

Next, we show the following main theorem and lemmas which we need.

B:= M, «:

Theorem 2.1. (see [2])(Krasnoselskii’s fixed point theorem) Let C,, be a Banach space. Assume that () is a
bounded closed convex subset of C,. If Q, S : QO — C,, satisfy

(1) Qx+SyeQ, Vx,yeQ,
(2) S is a contractive operator and Q is a completely continuous operator.
Then Q + S has a fixed point in Q.
Lemma2.1. If M < (5)2, then the equation
Y’ () + My(t) = h(t), h(t) € Cg, (4)

has a unique w-periodic solution

y() = f " G, s,
0
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where
cosfB(t—s—%
'B(— 0<s<t<w,
Z‘Bsm—
G(t,s) = ?
cosB(t—s+ %
‘B(_—[M)Z), <t<s<Lw.
ZﬁsmT

Proof. This lemma had been proved in [4], for convenience of readers, we present the proof as follows.
Applying the method of variation of constant, we can get the general solution of equation (4), which has
the following form y(¢) = c1(t) cos Bt + co(t) sin ft. Therefore, we can get

—sin Bt
p

cos fit

ci(t) = h(®), c(t) = h(t).

Since y(t), y'(t) are periodic functions, we have

[ cosB(s + “5’) osp(s — %
) _ﬁ 2B sin &~ ﬂ“’ o)+ ft 2fsin bo h(S)d

2

sin (s + %) “ sin (s — 9)
= ——=h(s)ds + — 27 p(s)ds.
) I) 2 sin bo ) I 2B sin = ﬁw (e)e

Thus, we can get the solution of equation (4),

y(t) =c1(t) cos Bt + co(t) sin pt

_ ft cosf(s + %) ;cos ﬁth(s)ds . f’ cos (s — §) cos 'Bth(s)ds
0 Zﬁsn’m t Zﬁsm[%w

!'sinf(s + §)sin pt @ sin B(s — &) sin Bt
h(s)d h(s)d
+ j(; 2pein B2 ﬁw (s)ds + jt‘ o (s)ds

2B sin -

t _ _ ool _ [0

:f Lﬁ;mz)h(s)ds +f Mk(s)ds.
0 2B sin 5 t 2f sin -

One can observe that y(t + w) = y(t), and we can get the Green’s function, i.e.

cospB(t—s—%
‘B(—Z) O§s<t<a),

2ﬁsinﬁ7w o
G(t,s) =
t—s+%
L{?(L)Z) 0<t<s<w.
2fsin -
O
Lemma 2.2. (see [4]) fow G(t,s)ds = 3. And if M < (Z)?, then G(t,s) > 0 for all t € [0,w] and s € [0, w].

Furthermore, G(t,s) is a differentiable functzon with t.

Lemma 2.3. (see [14]) If |c| # 1, then the operator A has a continuous inverse AlonC,, satisfying

_ ]l
|(A 1x) (t)l < T YV x € Cg.
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3. Positive periodic solutions of equation (1) in the case that c € (-3, 77)
Let y(t) = (Ax)(t), from Lemma 2.3, we have x(t) = (A~'y)(t). Hence, equation (1) can be transformed
into

Y () +a(®)y() — a(H(y(D) = f(E x(t = 6(1), (5)
where H(y(t)) = —c(Ay)(t — ) = —cx(t — 7). We consider
y'(O) +a®)y(h) —aHy(B) = h(t), heCg. (6)

Define the operators T,N : C,, — C, by

(ThY(t) = fo Gt s, (NY)(E) = (M — a(®)y(t) + a(OH((D). %

Clearly, (Th)(t) > 0, for h(t) > 0 and M < (%)2 (see Lemma 2.2). From equality (7), the solution for equation
(6) can be written as

y(t) = (Th)(t) + (TNy)(®). (®)

In view of ¢ € (—37 ), we have

_m_
/ M+m

ITNI < TN < 3 (M= 720 ) < 2omEn D <, ©)
since ||T|| < 7; (see Lemma 2.2). Hence, we get

y(H) = (1= TN)"(Th)(H). (10)
Define an operator P : C, — C, by

(Ph)(H) = (I = TN)" (Th)(H). (11)

Obviously, if M < (%)2, for any h € C}, y(t) = (Ph)(t) is the unique positive w-periodic solution of equation

(6). Define ¢ := %, where [, L are the maximum and minimum of G(¢,s) on R X IR, we can get the following
lemmas.

Lemma 3.1. Assume that c € (—1,0), || < 0 and M < (f})2 hold. Then

M1 — |c])

() < P < — 2 o

ITh|l, forallhe C].

Proof. From equality (11) and |[TN|| < 1, we have

P=I-TN)'T
=(I+ TN + (TN)* + (IN)* +---)T
=T + TNT + (TN)*T + (TN)*T + - - - . (12)

For all h(t) € C}, from inequality (9), we can get

|Thl| < M(1 —|c])
I—||ITN|| = m— (M + m)|c|

(Ph)(t) = (I = TN)"(Th)(¢) < ITh|.

Since c € (-7,0),|c| < cand M < (%)2, from equality (7), it is easy to verify that (TNTh)(t) > 0if h € C},

Mm” -

then we have from equality (12) that (Th)(t) < (Ph)(t). O
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Lemma 3.2. Assume that c € (0 ) and M < (£)? hold. Then

_m_
/ M+m

m— (M + m)c
M(1 —c¢)

M(1 -¢)

(Th)(t) < (Ph)(t) < m

ITH, forallheC,

Proof. Since ||[TN|| < 1, similarly as the proof of Lemma 3.1, we can get that (Ph)(t) < M||Th||.

m—(M+m)c
Since c € (0 ), we can not get (TNTh)(t) > 0 for all h € C/,. From equality (12), we have

 Mem
P=(I+TN+(IN)?> +(TN)® +--)T
= (I + (TN)?> + (TN)* + - )T + (TN + (TN)> + (TN)® + - - )T
= (I +(TN)*> + (TN)* +-- )T + (I + (TN)*> + (TN)* + - - -)TNT
= I+ (TN)?> + (TN)* +--)I + TN)T.
Then, we can get

— (m+ M)c

(Ph)(t) > (I + TN)(Th)() = (I - ITNI)(Th)(E) > = M=) (Th)(t) >0, forallheC?.

O

We consider the existence of periodic solutions for equation (1). Define operators Q, S : C,, = C, by

(Qx)(t) = P(f(t, x(t = 6(1))), (Sx)(E) = cx(t - 7). (13)

In view of equation (6) and the above analysis, the existence of periodic solutions for equation (1) is
equivalent to the existence of periodic solutions for the operator equation

Qx+Sx=x (14)

in C,.
Now, we present our results of equation (1) in the case that c € (-

m m )
M+m’ M+m’*

Theorem 3.1. Suppose that c € (0
satisfied:
(F1) There exist two non-negative constants r and R such that

(—M(l —9 )2r <R

) W) and M < (g)2 hold. Furthermore, assume that the following condition is

m — (M + m)c
and i X
%7 < f(t,x) < (m— (M +m)o)R,

forallt € [0,w] and x € [, R].
Then equation (1) has at least one w-periodic solution x(t) with v < x(t) < R.

Proof. Let
O={xeC,: r<x<R, forteR}

Obviously, Q2 is a bounded closed convex set in C,,.
For any x € Q), t € R, from equality (13), we have

(QX)(t + w) = P(f(t + w, x(t + w = 6(t + w)))) = P(f(t, x(t = 6(1)))) = (QX)(B),
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and
Sx)(t+ w) =cx(t + w — 1) = cx(t — 1) = (Sx)(t),

which show that (Qx)(f) and (Sx)(t) are w-periodic. Thus, we get Q(Q2) ¢ C, and S(Q) c C,,.
For all x, y € Q, from Lemma 3.2 and condition (F;), we arrive at

(Qx)(1) + (Sy)(£) =P(f(t, x(t = 6(1)))) + cy(t = 7)

M1 —-¢)

<o oirme eyt =)
M(l —_ C) )

= — (M + m)c ielow) fo G(t,9)f (s, x(s — &(s)))ds + cy(t — 7)
M(1-c¢) 1

ST eae (M= (M mOR- R

:R,

since j(;m G(t,s)ds = ﬁ On the other hand, from Lemma 3.2 and condition (Fy), it is clear that

(QX)(t) + (Sy)(®) =P(f(t, x(t — 6(1)))) + cy(t — 1)
_% fo G(t,5) f (s, x(s — 5(s))ds + cy(t — 1)
Jm= M+m)ye MQA-c)?r 1
- M(1-9¢ 'm—(M+m)c.Z\_/I
=r.

+cr

Therefore, we obtain that Qx + Sy € Q.
For all x;, x, € Q3, we obtain

|(Sx1)(£) = (Sx2)(B)] = lexa(t = 7) = cxa(t = D) < [elllx1 = 22|
By taking the norm of both sides, we see that

lISx1 = Saxa|| < elll2er = x2l.
Thus, we have from 0 < ¢ < 37— that S is contractive.
Next, we show that Q is completely continuous. According to equalities (11), (12) and (13), we shall
prove that T is completely continuous and N is a continuous bounded operator. Firstly, we show that T is
completely continuous.
Let {Ii} € Q be a convergent sequence of functions, such that i (t) — h(t) as k — co. Since Q is closed,
forh € Qand ¢t € [0, w], we deduce

|(Thk)(t)—(Th)(t)|:‘ f G(t, $)h(s)ds — f G(t, )h(s)ds
G(t, 9)lh(s) — h(s)lds.
< f; (t, 8)lhi(s) — h(s)lds

Since | (t) — h(t)] = 0 as k — oo, we obtain

Lim [[(The)(t) = (TR)(BI| = 0. (15)
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Therefore, T is continuous. On the other hand, we have

[(Th)(t)| =‘f(; G(t, s)h(s)ds

<||Al| f G(t,s)ds

Ml
M’

where |4 := rr[lgax] |h(t)|. Moreover, from Lemma 2.2, we get
te[0,w

(T )0 = \ f 23 sy \

BG(t s)
ﬂW%M
where Gy := m[%x] % . From the above two inequalities, we conclude that {Th : h € Q} is uniformly
s,te[0,w

bounded and equicontinuous on f € [0,w]. Therefore, T(Q)) is relatively compact, i.e., T is a compact
operator. In conclusion, T is completely continuous.

Secondly, we show that N is a continuous bounded operator. By using a similar argument, it is clearly
that N is continuous. From H(y(t)) = —c(A™'y)(t — 7) and Lemma 2.3, we obtain

I(Ny)(®)] =I(M = a(®))y(t) + a(®)H(y(?))|
<M = at)lly®) + lella)IICA y)(t — )
<(M = m)ly(t)] + [cIMI(A™ y)(t = D)

< (M= e+ Mg,

where ||yl := rr[léax] ly(t)]. Therefore, N is a bounded operator.
te[0,w

From above analysis, we conclude that TN is completely continuous. From equalities (12) and (13), we
have Q is completely continuous. Then, from Theorem 2.1, we can get that equation (1) has at least one
w-periodic solution x(t) withr <x(t) <R. O

If r = ; and R = -, condition (F) can be rewritten as
(F)) mM((}wi)mic < f(tx)<1-M2e forallt€[0,w]and x € [, L

Then, we can get the following corollary

Corollary 3.1. Suppose that c € (0, 7%), M < (£)? and condition (F}) hold. Then equation (1) has at least one
positive w-periodic solution x(t) with 7 < x(t) < rln

Remark 3.1. Corollary 3.1 extends and improves the Theorem 2.1 in [4].

Next, we consider the existence of periodic solutions for equation (1) in the case that ¢ € (-1, 0).
Firstly, we consider the following equation

Mc? — M + m)c +m = 0. (16)
We can get equation (16) has a solution « := M= “(iﬁm)z_wm and 0 < x < 3. If c < x, we can get

Mc? — 2M + m)c +m > 0.
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On the other hand, for any ¢ > 0, we have (M + m)c> — (M + m)c + M > 0. Therefore, if R >

M 2— (M M -M
Al > 0, we have M(r + |cIR) < “$L(R + [clr).

Then, we can obtain the following theorem.

Theorem 3.2. Suppose that ¢ < 0, |c| < min{o, k} and M < (2)* hold. Furthermore, assume that the following
condition is satisfied:
(F) There exist two non-negative constants r, R such that

(M + m)|c> — (M + m)|c| + M

R
M- M +md+m |

and
m — (M + m)|c|

R

M(r+cR) < f(t,x) <

forallt € [0, w] and x € [, R].

Then equation (1) has at least one w-periodic solution x(t) with r < x(t) < R.
Proof. We follow the same notations and use a similar argument as in the proof of Theorem 3.1. It can be
easily shown that (Qx)(t) and (5x)(t) are w-periodic with . One can observe that Q is completely continuous
and S is contractive. Next, we claim that Qx + Sy € Q, for all x, y € Q). From Lemma 3.1 and condition (F5),
we have

(Qx)(t) + (Sy)(£) =P(f(t, x(t = 6(1)))) + cy(t —7)

M(1 = |el)
_m”TfH +cy(t —1)

M(@1 - w
_% oo j(; G(t,s)f(s,x(s — 8(s)))ds + cy(t — 1)

M(1 —|c]) m — (M + m)c|
Tm—(M4+m)d 1-d
=R,

1
(R+lelr) - 17 = llr

since fow G(t,s)ds = ]\lA On the other hand, from Lemma 3.1 and condition (F;), we get
(Qx)(t) + (Sy)(t) =P(f(t, x(t — 6(1)))) + cy(t — 1)
> f G(t,s)f(s, x(s — 0(s)))ds + cy(t — 7)
0

>M(r + |c|R) - % —lelR
=t.

From the above two inequalities, we obtain that Qx + Sy € Q. Then, from Theorem 2.1, equation (1) has at
least one w-periodic solution x(t) with r < x(t) < R. O

If r =0and R = 1, condition (F;) can be rewritten as

(Fy) M < f(t,x) < =20 forall t € [0,w] and x € [0, 1].
Then, we can get the following corollary.
Corollary 3.2. Suppose that ¢ <0, |c| < min{o, k}, M < (“ﬂ))2 and condition (F}) hold. Then equation (1) has at least
one positive w-periodic solution x(t) with 0 < x(t) < 1.

Remark 3.2. Corollary 3.2 extends and improves the Theorem 2.3 in [4].

Remark 3.3. If|c| > 1, from Lemma 2.3 and equations (5)—(8), we have |[TN|| < 1- 1 + |c||+|1 Since1—§; + ‘C“L_‘l >1,
we can not get (I — TN)™L. Therefore, the above method does not apply to the case that |c| > 1. Next, we have to find

another way to get over this problem.
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4. Positive periodic solutions of equation (1) in the case that |[c| > 1

According to Remark 3.3, we consider the positive periodic solutions of equation (1) in the case that
c| > 1. Firstly, we consider the following equation

YO +al®y(®) = h(t), heC (17)
And define N : C, — C,, by

() = (M - a®)y(®). (18)
From Lemma 2.1 and (Th)(t) = Ow G(t, s)h(s)ds, the solution of equation (17) can be written as

y(®) = (T + (TRY) (). (19)
Since [IN|| < M — m and ||T|| < &, we have

- - m

ITNII < ITNINII <1 - S 1. (20)
Therefore, we have

y(t) = (I = TN) " (Th)(®). (21)
We define an operator p:.Cc,—C, by

(Ph)(t) = I = TN) X (Th)(®). (22)

Clearly, y(t) = (Ph)(t) is the unique positive w-periodic solution of equation (17), for any h € C;, and
M < (%)2. And we can get the following lemma which is similar to Lemma 3.1.

Lemma 4.1. Assume that M < (g)2 holds. Then, we have

(Th)(H) < (Ph)(¢) < %HThll, forallh e C;,.

Now, we consider the existence of periodic solution for equation (1). If |c| > 1, equation (1) can be written
as

iy (x(t _0)- 1x(t))" — calt) (x(t - 1x(t)) = F(t, x(t - 5(1))) — ca(t)x(t - 1), 23)
C C
which can be further written as
’” : -5
(x(t _1)- %x(t)) +a(b) (x(t —5(8) - %x(t)) = a(b)x(t — 1) — M (24)

Taking y(t) = x(t — 1) — %x(t), then equation (24) can be transformed into

_ flx(t = o)

E (25)

y'(t) +a()y(t) = at)x(t - 1)
For convenience, let

F(t, x(t)) :== a(t)x(t — 1) — m
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Furthermore, we have
1 - 1
x(t) =y(t+1)+ Ex(t +17)=P(F(t+ 7, x(t + 1)) + zx(t + 7). (26)
Define operators Q,5:C, — Cq by

(Qx)(t) = P(F(t + 7, x(t + 7)), (Sx)(t) = %x(t + 7). (27)

In view of equations (25), (26) and above analysis, the existence of periodic solutions of equation (1) is
equivalent to the existence of solutions for the operator equation

Ox+Sx=x (28)

in C,.
Next, we present our main results about the existence of periodic solutions for equation (1).

Theorem 4.1. Suppose that ¢ > 1and M < (£)? hold. Furthermore, assume that the following condition is satisfied:
(F3) There exist two constants r, R, such that 0 < %’Ir < Rand

M(1 - %)rs Ft, x(t) < m(l - %)R

forallt € [0, w] and x € [r, R].
Then equation (1) has at least one w-periodic solution x(t) with v < x(t) < R.

Proof. We define Q as in the proof of Theorem 3.1. For any x € ), t € R, from equality (27), we have

(Q)(t + w) =P(F(t + @ + T, x(t + w + 7))
fl+ro+tx(t+w+71+0(E+w+ 1))
c

=p (a(t +w+ 1)x(t + w) -

_p (a(t £ O - fE+ T, x(t +CT + 6(t + 1))

=P(F(t + 7, x(t + 1)) = (Qx)(D),

and
(Sx)(t + w) = %x(t +w+7T) = %x(t + 1) = (Sx)(1),

which show that (Qx)(t) and (S5x)(t) are w-periodic. Thus, we have Q(Q) c C, and 5(Q) C C,,.
For any x, y € Q, from Lemma 4.1 and condition (F3), we get

(Qu)(t) + (Sy)(t) =P(F(t + 7, x(t + 1)) + %y(t + 1)
S%HTFH + 1y(t + 1)

f(s,x(s — 6(5))))ds+ %y(t+7)

M
<— t+ -
tIEIEl(?wX] G( T,5) (a(s x(s — 1) —

M 1 1
<—- 1——R— -R
“m m( c) M+c
=R,
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since fow G(t,s)ds = ]\lA On the other hand, from Lemma 4.1 and condition (F3), we arrive at

(Qx)() + (Sy)(t) =P(F(t + 7, x(t + 7)) + %y(t +1)

> f Gt + 1,5) (a(s)x(s —0)- M)ds + %y(t +7)
0

1 1 1
> — Y. — 4 =
>M(1 C)r M+Cr

=r.

Combing with the above two inequalities, we obtain Qx + Sy € Q.
For all x1, x, € Q, we see that

(Sx1)(t) — (Sx2) ()] = —xl(f +17)— —xz(t +7)| < ﬁ”xl - x2ll.

By taking the norm of both sides, we can get

[15x1 — Sxa| < —||x1 Xl
lel
Thus, we have from |c| > 1 that S is contractive.

By using a similar argument as in the proof of Theorem 3.1, we can observe that TN is completely
continuous. Then, from Lemma 4.1 and equation (27), we have Q is completely continuous. And from
Theorem 2.1, we get that equation (1) has at least one w-periodic solution x(t) with r < x(t) < R. O

For ¢ < -1, we can get the following theorem.

Theorem 4.2. Suppose that ¢ < =M and M < (£)? hold. Furthermore, assume that the following condition is
satisfied:
Mic|-m

(F4) There exist two constants r, R such that 0 < mch:Mr < Rand

M(r+ i )<P(t,x(t)) Sm(R+ |1—|7’),

forallt € [0,w] and x € [r, R].
Then equation (1) has at least one w-periodic solution x(t) with r < x(t) < R.

Proof. We define Q) as in the proof of Theorem 3.1 and use a similar argument as in the proof of Theorem 4.1.
It can be easily shown that (Qx)(t) and (Sx)(t) are w- periodic with . One can observe that Q is completely
continuous and S is contractive. Next, we show that Qx + Sy € Q, for all x, y € Q. From Lemma 4.1 and
condition (F4), we deduce

(@0 + Gy)0) =P+ x(t + ) + Tyt +)

M 1
<—||TF —y(t
<—ITF + —y(t +7)

M ax f G+ (a(s)x(s - w)ds + %y(t +7)
0

m te[0,w]

SM-m(R+lr) l—lr
m
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On the other hand, from Lemma 4.1 and condition (F4), we have

(@00 + Gyt =PE( + 7, x(t + ) + =y + )
me Gt + 1,5) (a(s)x(s—T)— Jw)ds+ %y(t+”[)
0

c

1 1 1
>M(r+ -R) - =
) M

=r.

Combing the above two inequalities, we obtain that Qx + Sy € Q. Then, from Theorem 2.1, equation (1) has
at least one w-periodic solution x(t) with 7 < x(t) < R. [

Finally, we present an example to illustrate our results.

Example 4.1. Consider the following equation

(x(t) - lex (t - g)) + (3 — cos 61)x(f) = 3¢5 4 % cos? x (t - % cos 6t). (29)

Comparing equation (29) to equation (1), we have w = 5,7 = §, ¢ = %, o(t) = %COS 6t, a(t) = 3 — cos 6t,

()2 =9, f(t, x(t - 5(t))) = 3e"% + L cos? x(t — § cos 6t), and we can easily get M = maxia(t) : t € [0, ]} =4 <9,
m=min{a(t) : t € [0,3]} =2,1 < f(t,x) <9. Letr = % and R = 18, we can verify that the condition (Fy) is
satisfied. From Theorem 3.1, equation (29) has at least one Z-periodic solution with % < x(t) <18.
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