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Abstract. In this paper, we study convergence of a fully discrete scheme for the two-dimensional nonsta-
tionary Kelvin-Voigt model. This scheme is based on a finite element approximation for space discretization
and the Crank-Nicolson-type scheme for time discretization, which is a two step method. Moreover, we
obtain error estimates of velocity and pressure. At last, the applicability and effectiveness of the present
algorithm are illustrated by numerical experiments.

1. Introduction

In this article, we discuss convergence of a fully discrete scheme for the following system of motion
arising in the Kelvin-Voigt fluids:

u — kAu; +u-Vu—-vAu+ Vp =1£(x,t), xe€Q, t€[0,T],
V-u=0, xeQ, te]0,T],
u=0, ondQ, te(0,T],
u(x,0) = ug(x), inxeQ,

(1)

where Q) is a convex bounded domain in IR? with boundary dQ, u = u(x, t) represents the velocity vector,
p = p(x,t) is the pressure, v is the kinematic coefficient of viscosity and « is the retardation time. The
Kelvin-Voigt model was first introduced and studied by Oskolkov [21] as a model for certain viscoelastic
fluids known as Kelvin-Voigt fluids. This model is applied not only in the study of organic polymers and
food industry, but also in the mechanism of diffuse axonal injury that is unexplained by traumatic brain
injury models [7].

Firstly, we present a quick review of some related literature on the Kelvin-Voigt model. Based on the
analysis of Ladyzenskaya [18] for the solvability of the Navier-Stokes equations, Oskolkov [20, 21] has
proved the global existence of the Navier-Stokes classical solution in finite time interval for the initial and
boundary values problem (1). The investigations on solvability are further continued by Oskolkov and
Shadiev [22, 24], who have discussed the existence and uniqueness results on the entire semiaxis in time.
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Recently, Bajpai et al. [1] have found that the additional term «Au; which is the only difference with Navier-
Stokes system takes care of the relaxation property of the fluid and they also have obtained an exponential
decay property in time.

Secondly, for numerical methods, the finite element analysis of (1) has been studied in many articles.
In [16], semidiscrete approximation for (1) is discussed, keeping the time variable continuous. Moreover,
Pany et al. [25] have derived a priori optimal error estimates for the velocity in L*(L?) norm as well as
velocity in L*(H') norm and for the pressure term in L*(L?) norm. Under the assumption that the solution is
asymptotically stable as t — oo, Oskolkov [23] has proved that the Galerkin approximation to the problem
(1) is convergent in semitime axis ¢t > 0. Kuberry et al. [15] have found that the Voigt regularization
provides accurate reduced order models for Navier-Stokes equations for fluid flow. In [3, 4], two fully
discrete two-grid schemes have been applied to problem (1), where the second order accurate backward
difference scheme and Crank-Nicolson scheme have been employed for time discretization. In [2], Bajpai
et al. have analyzed both backward Euler scheme and backward difference scheme for full discretization
of the problem (1) with the forcing function f = 0. In continuation to the investigation, Pany et al. [27]
have employed a backward Euler method along with its linearized version for the time discretization of the
problem (1), which is first-order in time scheme. In [26], Pany has used a second-order backward difference
method for time discretization and discussed the order of convergence with different «.

In this article, we will study a fully discrete Crank-Nicolson-type scheme based on finite element
approximation for numerically solving the Kelvin-Voigt equations. The rest of this paper is organized as
follows. In the next section, some preliminaries used in the subsequent sections are presented. In Section
3, we show a finite element approximation in spatial direction and the Crank-Nicolson-type scheme in
time direction for the considered problem. Moreover, convergence of the fully discrete scheme is given.
Numerical experiments are shown to verify the theoretical results completely in Section 4.

2. Preliminaries

In this paper, we denote the usual L%(Q2) norm and its inner product by || - || and (-, -), respectively. The
L7(Q2) norm and W™?(Q)) norm are denoted by || - |l1rq) and || - |lw»rq) respectively for m € IN*, 1 < p < oo.
In particular, H"(Q) is used to represent the space W"?(Q) and || - ||z» denotes the norm in H"(Q).

For X being a normed function space in 3, L*(0, t; X) is the space of all functions defined on (0, t) X Q for
which the norm

; :
-l s = ( f I- ||§;dt) , pelle)
0

is finite. For p = oo, the usual modification is used in the definition of this space.
The natural function spaces for the problem are defined by

X := H)(Q)* = {v € L*(Q)* : Vv € (L*(Q))*?, v =0 0n 90},
Q:=L3(Q) ={g€ LX(Q): f gdx = 0}.
Q
For f an element in the dual space of X, its norm is defined by

(£, V)]
£l = su .
R T

The space of divergence free functions is given by
Vi={veX:(V-v,q) =0, Vg€ QJ.
Furthermore, in the rest of the paper, we adopt a bilinear form:

a(u, v) := (Vu, Vv),
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and a skew-symmetrized trilinear form [11, 12]:

b(u,v,w) := %(u -Vv,w) — %(u -Vw,v) = (u-Vv,w) + %((V -u)v, w). (2)
Later analysis will require upper bounds on the nonlinear term, given in the following lemma.
Lemma 2.1. Foru,v,w € X, we have

Ib(a, v, w)| < CIVallIVVIlVwl,  |b(u, v, w)| < Cllull*|[Val]2|VV][[Vw].

In addition, if v € L*(Q)? and Vv € (L*(Q))>?, then

lb(a, v, w)| < C(I[Vll= () + IVVIIi=@)llalllVwil,

lb(a, v, w)l < C(l[ullllVVllL=(q) + [VullllvilLe@)liwll,
where C > 0 is a constant depending on ().

The proof of Lemma 2.1 can be found in [17]. Subsequently, C will denote a positive constant depending
at most on the data «, 3, v, T, u and p, and may stand for different values at its different occurrences. It is
well known that the Gronwall’s inequality plays an important role in the study of differential systems of
various kind. The following variation on the discrete Gronwall Lemma is given in [10].

Lemma 2.2. (Discrete Gronwall lemma). For the integer m > 1, let T, C, ay, by, Cii, ¥, be nonnegative numbers such
that

n

n n
an+72bm STZVmam+TZCm+C.
m=1

m=1 m=1

Suppose that tr,, < 1 for all m and set o, = (1 — Trm)" L, then

a, + 7 Zn: by < exp [Ti amrm] (Zn: Cm + C] .
m=1

m=1 m=1

Next, let X" ¢ X,Q" c Q denote conforming velocity and pressure finite element spaces based on an
edge to edge triangulations of ) with maximum triangle diameter /1. The velocity-pressure finite element
spaces (X", Q") are assumed to satisfy the usual discrete inf-sup condition or LBB" condition for stability of
the discrete pressure:

inf sup —(qh'v vi) = ,Bh >0,
b A A P

where f is a constant that is independent of . The discrete divergence free subspace of X" is
V=, e X" (Vv q1) =0, Yg, € Q).

To help simplify a very technical analysis, we choose X", Q" = (P, Pu_1) finite element pairs to
approximate velocity-pressure spaces. Besides, one has the following approximation properties typical of
piecewise polynomials of degree (1, m — 1) as follows [5]:

inf [lu—vill < CH"Hlullyr, we H™H(QY,
v,eXh
inf [[V(u = vy)ll < Ch"l[ullus1, w € H™(Q)P?, 3)
VhEXh
inf |lp - gull < CH"llpll, p € H™(Q).
meQ"
We will also use the following inequality [8], which holds under LBB" condition and for all u € V:

inf [V(u—v)ll < C inf [[V(u - vl
v,eVh v,eXh

Throughout the paper, we use the following Stokes projection [17].
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Definition 2.3. (Stokes projection). The Stokes projection operator Ps : (X, Q) — (X", Q"), Ps(u, p) = (i, p), satisfies

va(u—1d,vy) —(p—p,V-vy) =0,
(V-(u—-1),q1) =0,

for any v, € X", g, € Q".
In (V*, Q") this formulation reads: given (u,p) € (X, Q), find ii € V" satisfying
V/Z(u - l’1/ Vh) - (p - Elh/ V- Vh) = 0/ (4)

for any v, € V", g, € Q".
The following results can easily obtained by Taylor series expansion.

Lemma 2.4. Let T = ty41 — t, and &(-,t) be a function such that &y € L2(0, T; L*(Q)). Then there exists 6 € (0,1)

such that
HE(-, tue1) + EC, ta1)
2

- é(l tn)

| < cRleu tuol
Besides, if &y € L2(0, T; L*(Q)), then there exists 6 € (0, 1) such that

H 5(/ tn+1) - 5(/ tn—l)
27

— & ta)|| < CTNEmC taro)ll-

3. A fully discrete finite element scheme for Kelvin-Voigt equations

In this section, we will construct a Crank-Nicolson-type scheme of the problem (1) base on finite element
discretization and show the error estimates of the fully discrete scheme. Let {t,})/ be a uniform partition
of [0, T] and t, = nt, where T > 0 is time step.

Algorithm 3.1. Step I: Find (u}, p}) € (X", Q") such that for all (v, g4) € (X", Q"):

u}l—ug u}l—ug u]11+u2 u}11+u2 u}l+u2
LV |+ xa LV |+ va V|l + b ——, ———, vy,
T T 2 2 2

1 0
_ (@N - Vh) = (£(ty), i), )

(V-u,q1) =0,

where t; = 5(t1 + to). Let ul) be the Stokes Projection of uo(x) into V*.
Step II: For n > 1, given (uZ‘l,pZ‘l), (u,py) € X", Q", find (uZ“,pZ“) e (X", Q" such that for all

(Vi qn) € (X", Q"):

“ZH _ uz—l uZ+1 _ uz—l uZ+1 + u;ll—l
—_— Y, Vy|txa|—, V| tva| ——————, vy,

2T 2T 2

n+1 n-1 n+l n—-1 n+1 n—1
b R Pt P,
+ V|| ————

2 ’ 2 2
(V-u*t, g, = 0.

’ V- Vh) = (f(t‘rl)l Vh)/

Furthermore, we will establish the bounds for the finite element discretization of the presented algorithm.
Firstly, we consider the error estimate for velocity.
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Theorem 3.1. Let the finite element spaces (X", Q") include continuous piecewise polynomials of degree m and
m — 1, respectively (m > 2), and satisfy the discrete inf-sup condition and approximation property (3). Assume that
(™3 + vl < 1, u € H30, T; H(Q)?) N L2(0, T; H™(Q)?) and p € H2(0, T; L2(QY)) N L2(0, T; H™(Q)). Then
there is a C such that ¥V n € {1,..., N — 1} the errors of velocity of Algorithm 3.1 satisfy

n 2

TZV \%

i=1

< C(H*" + 7). (7)

((u(tiﬂ) — i) + (u(tig) - u;—l)]
2

Proof. Consider the variational formulation of (1), for any time ¢,
(uy, vip) + ka(ug, vi) + va(u, vi) + b(w,w,vi) = (p, V- v) = (£ vy), Vv, e X 8)

Subtract (6) from (8) at t = t, and thereby write

un+1 _ un—l n+l _ ;yn—-1 u

n+1 un—l
J——iﬁw}«{wm—l——lﬁw}w4mm—l—?iﬂw]

[ut(t") B 27 27

n+1 n-1 n+l n-1 n+1 n—1
u +u u +u ph + Ph
2 ’ 2 V| — p(tl’l) -5

+b(u(tn),u(t,,),vh)—b( U h ok h > ,V~vh)=0.

Then, we denote the corresponding error by
en = u(tn) — uZ = (u(tn) — U") _ (uZ - U”) =: n” _ (PZ’ (10)
where U" is the Stokes Projection of u(f,) into Vj,. Add and subtract

(u(tnu)z—Tu(fnl),Vh) N Ka(u(tnﬂ)z—Tu(fnl),vh)

ba) Fu(tin) W W u(t,g) Fult,
+bb@ﬁ+mnm2uul> - h,mwmzuulﬁw

to (9) to get the error equation

en+l _ en—l en+1 _ en—l en+1 + en—l
T,Vh + xa T,Vh +va T,V}l

(tn1) + p(tn) W+l gnl gl
:(%_qh/v'v}l -b u 2 i s 2 Vi (11)

_b (e'qul +e" u(tu) + ulter)

> , 5 ,vh) + R(u, p; vi),

where note that (g5, V - v,) = 0 and

R(ul p; Vh) = (%’ru(tn—l)

v (u(tn+1) ; u(t, 1)

+b (u(tn+1) + u(tn—l) _

u(ty+1) — u(t,-1)
2T

u(trH—l) + u(tn—l)

—u(ty), Vh) +b (u(tn)/ > —u(ty), Vh) (12)

u(tn+1) + u(tn—l) v |- p(tn+1) + P(tn—l)
2 s 2

- ut(t‘rl)/ Vh) + Kﬂ( - ut(tn)/ Vh)

u(t,), -p(tn), V- vh) .

2



X. Lu et al. / Filomat 33:18 (2019), 5813-5827 5818

Moreover, by choosing of the projection U"*! and U"}, it follows from (4) that

n+1 n—1 Fos tnf
va(—n ;'7? ,Vh)_(—p( 1);;7( ) —qh,V-vh) =0. (13)

Employing the error decomposition (10) and setting v;, = %( oy ¢, Yin (11) gives

— (llp} 11> = I~ K + 112
L (|| AR [ 1|I2)+ —(||V¢"+1||2_||V¢n—1”2) v M
4 \"Th h ] j ;

_ [nnﬂ _ nn—l (PZH + (le] . Ka[nnﬂ _ nn—l (PZH + (le]
27 ! 27 !

2 2
N T S A (14)
- 2 2 2
[T utn) +uthey) $57+ @5
2 2 T2
L[ AR u) tuGe) $T O (O
2 2 T2 WP ’

-1
h ll

since equation (13) and b( , 2((1)’“rl + ¢ b, 2(¢”+1 + (;bZ_l)) = 0 because of (2). Then applying the
Cauchy-Schwarz and Young's 1r1equa11t1es to two linear terms on the right-hand side (RHS) of (14) yields

AR, G A I TR ot G M
27 ’ 2 27 ’ 2
_ 2 n+1
nn+1 _ nn 1 + (P
V( 27 ) V( 2

nn+1 _ nn—l
27

For clarity, we now analyze each of the remaining nonlinear terms on the RHS of (14) separately. We start

with the first nonlinear term in (14). Applying Lemma 2.1, the regularity assumptions on u and Young’s

inequality, we obtain

n+1 n—1 1 -1 n+1 n—1
e T A A
2 ! 2

<‘[n+1+e”1 R A ]
v

(15)

2

—12

<Cv! +Cv

Y
4

o () +utte) g™t G+ g
2 ’ 2 2 ! 2 ! 2
n+l n=1\|? n+1 n—1y |4 n+1 n—1\|[2 (16)
P (1T 0 g (Mt
< — L
T V[ > ] +Cv V( > ) +Cv ||V >
nl | pn=l||2 g n+l | pn-1 oy
h h 1 Ui
e o e ()

In light of inverse inequality, one can get

1 -1
oo+ 9
2

n+1+¢
2

< C(llgpy 1+ gy DAV, I+ IV~ < CH (gl 1T+ N~ .
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Hence, the fourth term of (16) becomes

1
n+1 + n+1 + n—1 2 n+1+ n—-1 n+1 +
| 2¢ V(hzh)v(n Zn)HV[ 2¢)
1 : (17)
3 n+ + n— _
<Ch: V(%) Iy 11+ Ny~ 1.
Further, putting (17) back into (16), one has
n n n n n n— n n— 2 n n— 4
) h+1+uh1n+1+rll¢+1 ¢h1 <1V h+1+ hl +CV71vn+1+n1
2 ! 2 ! 2 16 2
(18)

2
-1

(1511 + Iy 1)

+Cv

n+1 n—1 n+1
v(—" . ) +Ch—3HV —" )

For the second trilinear term, using Lemma 2.1 and the regularity assumptions on u, we invoke Young’s
inequality, resulting in

b(”n+l+'1"1 Wlter) + ult ) P17+ ¢Z‘1J
2

2 ! 2 !
v Z+1 + Z—l
2

n+1 + n—1 n+1 +
'V (’I n ) \Y [ (P < —
2
Similarly, the third trilinear term on the RHS of (14) is bounded, i.e.,

, (9

2

<C + Cv

n+1 n—1
-1 ntn
‘(=)

2 _16

S PO ulthi) +ulta) $17+ B
2 ’ 2 ! 2
n+1 + n+1 +
<C 2¢ V( 2¢ ) (Huanﬂ)zu(tn_l) HV u(twl);u(tn_l)) ] 0)
L=(Q) L=(Q)
n+1 +¢ Z+1 + Z—l by Z+1 + Z—l 2
< -t - < — rh TR -1 n+1y12 n-112
<C 5 v( 5 ]_16 v( 7 ] +Cv (I + Nl 1)

Now, in light of (15) and (18)-(20), the error equation (14) can be rewritten as

H+1 + (P
\vi R
n n— 2

Al e+
2

nn+1 + nn—l
v( .

( Z+1+ Z—l
rit)
2
nn+1 +rln—1
‘="

Thus, what is left is to bound R(u, p; 5 Lt + ¢Z‘1)). Each of its four linear terms can be bounded by the
Cauchy-Schwarz, Young’s and Poincaré inequalities, together with the estimates in Lemma 2.4, i.e.,

Utyrr) —ultsy) o 9T O v[P o
21 e 2

1 n+1)12 I ARALS n+1)2 12\, 2V
2o (B =l 1) + o= (IVy 1P = IV by~ IP) + 1

2 " n
. g — et
27
4

+Cv (Il + N~ ) +

n+1 n—-1 2

n -1

27

—12

<Cv! +Cv + Cv

(21)

+Cv!

+Ch3 (PP + 11 I1P).

2
1%

16

IN

+ CV_1T4||uttt(tn+6)”2/ (22)
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2
u(bur) — ulty Yy (@ _
‘Kﬂ (% —w(ty), %] < E V(% +Cv 1K274|lvuttt(tn+9)”2/ (23)
2
u(tys1) +u(t,— ! v AR
‘va[% - ulh), %] <2 V[% LoV, @Y
and
2
(tn 1)+ (tn_l) n+1 +¢ﬂ—l v n+1 + n—1 ~
‘[’% —pn), V| P s 2 BB o P 25)

Then, to estimate two nonlinear terms in (12), we use Lemma 2.1, 2.4 and Young’s inequality, and obtain

u(tn), u(trH—l) + u(tn—l) ZH + (PZl]

2 ’ 2

u(tys1) +u(t,-1)
(e

n+1 + n—1
+ b u(tn), u(tl’l+1) + u(tnfl) —u(tn), h h
2 2
u(t,1) +ult,— u(t,+1) + ult,— g it
SCHV( ( +1>2 (ta1) ’”v( ( +1>2 (ta1) —u(t@)‘HV( j 2</>h ] 26)
tn + tn— n+1+ ﬁ—l
+ Cl[Vu(t)ll |V w—u(t,,) \vA R
2 2
n+1+ n—1 v n+1+ n-1\]|2
< CPVuy(two)ll |[V| ——— || < — V| === [|| +Cv " T IVusu(tuo)I®
2 16 2
Consequently, making use of (22)-(26), we arrive at
;1+1 + Z—l 5v Z+1 + Z—l 2
NSRS B Nl P
+ CV—1K2T4||Vuttt(tn+9)||2 + CVT4||Vutt(tn+9)||2
+ Cv ' Vg (taro)IP + Cv 7 e Ipa(taro)IP-
So that error equation (21) becomes
1 n+1)2 n—-1)2 K n+1)2 n-12\ , ¥ Z+1 +¢Z_1 ’
2 (19571 =1 ~17) + o= (V1P = IV 1) + 4 V| ————
n+1 n-1 |2 n+1 n-1\]|2 n+1 n-1\[|?
- - +
<Cv! /A +Cv 2|V L/ +Cv |V nrn
27 27 2
7]"+1 +nn—1 4 5 qn+1 +nn—1 (27)
+ov! V(T) + CoT (P + 1y ) + O (1 1P + 11 V(T)

+ Cv g (trso)IP + Cv P IV ug (b o)l + CvetIVug (bso) I

+ Cv Vg (aro) I + Cv e Ipre(bso)I .
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1 (" an 2 (1 fus1 on 2
Zf —(s)ds <Cv Zﬁ_l 1-|IE(S)||ds

fwrl st 1 il a
-1 ti1 il _n 2 (28)
<Cv [—ZT ](21 ft g ds)

—17,2m+2
L2ty s ey S GV _”utH

By help of (3), one gets

n+1 n-1|2

Cv! 1 Z_T 1 =Cv!

—171.2m+2
< Cv h " ”utH L2(0,T;H™1(Q)?)"

Multiplying both sides of (27) by 4T, using the bounds (28) and summing over the time levels from 1 to
1, and choosing U° = u?, one arrives at

W
1+1+(P
o

2 2 —17.2m+2 -1..27.2
< ”(I)h” + K”V(Ph” + Cv h " “ut“Lz(OTH’"”(Q)Z +Cv ik h m“ut”LZ(OTHmH(Q)Z

n

”(p +1||2 +K||V¢)n+l||2 + TZV

i=1

)
+ Cv Ml + Cv |} + Cv e |lug|?
L2(0,T;H"+1(2)?) L2(0,T;H™1(Q)?) ttt L2(0,T;L2(Q)?)
-1.2_4 4 2
+ CV KT ”vutttHLZ(o/T/.LZ(Q)Z) + CVT ”Vutt”Lz 0,T;L2(Q)?) + CV T ”vutt”LZ(o T;L2(Q)?)

O Pl rzy + VT Z(nqb'“n2 + 1 P) + Ch it 2 e (15 1P + lps 1P,

i=1

Since u € L*(0, T; H"*1(Q)?), we can combine the last two sums as C (hm’%’c + v’lfc) Y I 2. The error
equation finally takes the form

n 1+1 +¢)
H(Pn+l”2 +K”v¢n+1”2 + TZV v( 5 )
= ) (29)
< NI + KIVLR + Cv(L + &2 + B2 + 22" 4+ Cv™ + vl + vyt + C" 2 + vy Z 117
i=1
Subtract (5) from (8) att =t 1, we have
ul +ud ul +u
R Th Th T T
_ u(ty) + u(to) u +u) el e 20
—b(u(t;),u(t;)—T,vh +b — W (30)
14 a0
b (e ; e u(h) Z “(tO),vh) b (u(t%) _u(h) ; u(to) u(h) ; “(t"),vh).

Taking v;, = %((])i + (1)2), the second and third terms in (30) can be treated exactly as in (18), (19) and (20).
The first and last are similar, since, after application of Lemma 2.1 and regularity assumptions on u, both

can be bounded as
C‘ v(u(t;) _uft) + u(to>)

2
with the help of Lemma 2.4 and Young’s inequality. This leads to the upper bound:

1912 12 112
lppllI” + xlIV,II° + vellVe,ll
< CO Y™ + v " 4 veh® + v leh®™ 2 4y e 4 v 4 v S 407,

v -
IVl < EIIV%II2 +Cvltt,

(31)
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Inserting above estimate into (29) yields

o[
2

n 2

112 112
Iy 12 + ll VP + 7Y v

i=1

n
< CO™ v+ v + 1) + CHE v ) IR
i=1

Hence, arguing as in discrete Gronwall Lemma, there exists C such that for any n

v[ ;‘1+1+ Z—l]
2

If we apply triangle inequality, then we arrive at (7) and complete the proof. [

2
< C(h¥™ + ).

n

112 12
gy + VIR + 7Y v

i=1

5822

(32)

We now estimate the error of pressure in L2(0, T; L*((2)). This hinges on the error estimate for the time

difference of the velocity error.

Lemma 3.2. Under assumptions of Theorem 3.1, there exists a constant C such that
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2 e
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2
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Proof. Invoke the error decomposition (10). We begin this proof by setting v, = 217(¢Z+1 - gbZ_l) € V*in (11)

2 2

n+l _ gn-1

and using (13) to obtain
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By virtue of the Lemma 2.4, we get
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Adding and subtracting b(%(e’“r1 +em ), Lem! +emh), L(pit — ! ) to the first nonlinear term in

(33), integrating by parts and applying Holder’s inequality yields
b wr T et el @it - g [Pt +ulti) e+ e o =i
2 ’ 2 ’ 2t - 2 ’ 2 ’ 27
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(34)
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Now, we bound three nonlinear terms on the RHS of (34) separately. For the first term, by the help of
Lemma 2.1, Cauchy-Schwarz and Young’s inequalities yields
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We next bound the second and third nonlinear terms using Lemma 2.1 and Young’s inequality.

'b(nnﬂ el pel T - Zl]
2

! 2 ! 27

v nml +nn71 v en+1 +e”‘1 v ]711+1 _ Z—l
2 2T

- (en+1 + en—l) 2

2
n+l _ (Pn—l 2
\Vi h h

<c

3k
<

- 2m
T + Ch

2T

Similarly, by using (32), we arrive at
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Finally, we consider the second nonlinear term in (33) . Using the regularity assumption of u, we get
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Insert above estimate into (33). Then, the bound on R(u, p; 2 (¢} — ¢} ") is obtained by the same technique
in the proof of Theorem 3.1.

2

112 _ _
1 Z+1 _ Zl 1 E v Z+1 _ Z 1 o I|V¢n+1”2 _ “V(PZ 1“2
4 2t 4 27 47 25
e + e 1 ”+1 2 e+l 4 en-1 2 ( )
sC'V( H ( ] + C(H*" + 4 + C(h*™ + ) —

Atthe t = t; time level, choosing v;, = (¢, — ¢ and U° = u? in the initial error decomposition gives

(1)2, we obtain

2
1= 0 1 M7
2 T 2 T 27
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Sum (35) over the time levels n > 1 and add to (36). Multiply by 47, we have
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For any n > 1, add the inequality (37) to itself at the #n — 1 time level. Using the identity
2
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Using Lemma 2.1 and Young’s inequality yields

1_ 40 1
t) +u(t ~ -
2 T 2 T
By the help of discrete Gronwall Lemma and (31), we arrive that
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The proof of the lemma is now concluded by the triangle inequality. [

We finish this section by deriving error estimate of the pressure.
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Theorem 3.3. Under assumptions of Theorem 3.1, there exists a constant C such that
n
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Proof. Considering (11) and applying the discrete LBB" condition to obtain for any n > 1,
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Using the discrete LBB" condition and (31) on the first time level, we derive the following bound:

t1) = pb) + (p(to) — p°

gl ¥t~ py) - W) =P o 1 12) 41)

Add the inequality (41) to (40). The proof is concluded by applying the triangle inequality and the result of
Lemma3.2. O

4. Numerical experiments

In this section, we present numerical experiments to check the numerical theory developed in the
previous sections and illustrate the efficiency of the presented algorithm. Firstly, using the Green-Taylor
vortex problem, we confirm the predicted convergence rates. Further, test is then performed using the flow
around a cylinder benchmark problem. In all experiments, the model is discretized in space using the finite
element approximation with Taylor-Hood element (P2 — P1) pair. Denote errors by

n

1/2 " 1/2
Err(u) = TZ||V<u<tk+1>—u’,;“)||] , Err(p)=[TZ||p<tk+l)—p5“u] .
k=1

k=1

4.1. Green-Taylor vortex problem

Our first example is designed to test the predicted rates of convergence. The problem of simulating
decay of the Green-Taylor vortex [9, 30], is an interesting test problem in which the true solution is known.
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It has been used as a numerical test by Chorin [6], Tafti [29] and John and Layton [13]. The prescribed
solution in Q = [0,1] X [0, 1] has the form
ur = 10x%(x = 1%y(y — 1)y — 1) cos(t),
1y = —10x(x — 1)(2x — 1)y*(y — 1)* cos(t),
p =10(2x — 1)(2y — 1) cos(t).
Here, we choose v = 1, ¥ = 0.01 and T = 1. The results for the Kelvin-Voigt model are presented in Table

1. From the table, it can be easily to see that the presented method works well and keeps the convergence
rates just like the theoretical analysis in the previous sections.

Table 1: Error and convergence rates for the considered scheme with 7 = O(h)

h Err(u) Rate Err(p) Rate
1/8 0.00430 — 0.01743 —
1/16 0.00107 2.007 0.00424 2.039
1/32 0.00026 2.029 0.00104 2.029

4.2. Flow around a cylinder

Our next numerical illustration is for the two-dimensional underresolved flow around a cylinder which
is a well known benchmark problem [28]. A detailed numerical study of this problem for the Navier-Stokes
equations is done by John [14]. This fluid flow problem is not turbulent but does have some interesting
features. The flow patterns are driven by interaction of a fluid with a wall.

The time dependent inflow and outflow profile are

6 . t
ul(ol Y t) = u1(2-2/ Y, t) = m Sln(%y(()éu - y))r uZ(OI Y t) = u2(2'2/ Y, t) =0.

No slip boundary conditions are prescribed along the top and bottom walls and the initial condition is
u(x, y,0) = 0. The viscosity is v = 1073 and the external force f = 0.

Figure 1: (a) the results of the Navier-Stokes model (x = 0) at T = 4 and (b) the results of the Kelvin-Voigt model (x = 0.01) at T = 5.

The flows resulting from the Navier-Stokes model (x = 0) at T = 4 and the Kelvin-Voigt model (x = 0.01)
at T = 5 are shown in Figure 1. From this figure, we can see that the Kelvin-Voigt model takes longer time
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than the Navier-Stokes model does to form two vortices behind the cylinder, which shows that the Kelvin-
Voigt model approximations take longer to reach the steady state. Above numerical result is consistent with
the phenomenon in [1, 19] very well. Hence, the Kelvin-Voigt model pays more attentions to the relaxation

property of the fluid.
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