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Abstract. Hammerstein integral equations have been arisen from mathematical models in various branches
of applied sciences and engineering. This article investigates an approximate scheme to solve Fredholm-
Hammerstein integral equations of the second kind. The new method uses the discrete collocation method
together with radial basis functions (RBFs) constructed on scattered points as a basis. The discrete collocation
method results from the numerical integration of all integrals appeared in the approach. We employ the
composite Gauss-Legendre integration rule to estimate the integrals appeared in the method. Since the
scheme does not need any background meshes, it can be identified as a meshless method. The algorithm
of the presented scheme is interesting and easy to implement on computers. We also provide the error
bound and the convergence rate of the presented method. The results of numerical experiments confirm
the accuracy and efficiency of the new scheme presented in this paper and are compared with the Legendre
wavelet technique.

1. Introduction

Consider the following Fredholm-Hammerstein integral equation of the second kind:

b
u(x) — )\f K, pyW(y,u(y)dy = f(x), a<x,y<b, abekR, (1)

where the kernel function K(x, i) and the right-hand side function f(x) are given, the unknown function u(x)
must be determined, A € R is a non-zero constant and the known function W is continuous and nonlinear
respect to the variable 1. Many problems of mathematical physics, engineering and mechanics can be stated
in the form of Hammerstein integral equations [24, 42, 44]. These types of integral equations also deduce
from a reformulation of boundary value problems with a certain nonlinear boundary condition [13, 14, 21].

Several methods based on the basic functions so-called projection methods including collocation and
Galerkin methods have been given for these types of integral equations. The discrete collocation method
[11], the new collocation-type method [38, 39], the iterated Galerkin methods [37], the discrete Galerkin
method [12] and the modified iterated projection method [28] have been applied to solve nonlinear Ham-
merstein integral equations. The Nystrom method with the existence of asymptotic error expansion [9, 31],
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the Walsh-Hybrid function approach [46], the Adomian decomposition scheme [54] and the discrete Legen-
dre spectral method [16] have been described the numerical solution of nonlinear integral equations of the
second kind. Furthermore, Haar wavelets [40], rationalized Haar wavelets [22], Legendre wavelets [1, 36]
have been investigated for solving Hammerstein integral equations.

The RBFs are effective techniques for interpolating an unknown function on a scattered set of points
which have been used in the past few decades. These functions involve a single independent variable
regardless of the dimension of the problem, so applying them in higher dimensions does not increase the
difficulties. It should be mentioned that the RBF method does not require any domain elements, so it is
meshless. Firstly, Hardy [32] has studied RBFs as a multidimensional scattered interpolation method in the
modeling of the earth’s gravitational field in 1971 called multiquadrics and inverse multiquadrics. The thin
plate splines as a type of free shape parameter RBFs have been developed by Meinguet [43] and investigated
for smoothing noisy multidimensional data by Wahba [50]. Franke [27] has published a review paper in
the comparison of scattered data approximations available in early 1980.

In recent years, the implication of RBFs has been shifted from scattered data interpolation to the numer-
ical solution of partial differential equations (PDEs). RBF method has been developed for solving various
types of PDEs such as the one-dimensional nonlinear Burgers equation with shock wave [33], shallow
water equations for tide and currents simulation [34], heat transfer problems [56], parabolic equation with
nonlocal boundary conditions [49], financial mathematics problems [35], KdV equation [18], Klein-Gordon
equation [20], improved Boussinesq equation [48], sine-Gordon equation [19] and inverse wave propagation
problems [51]. The author of [52] has presented comparisons on the performances among five typical RBFs
for solving problems arising from engineering industries and applied sciences. Also, the useful research
work [53] has studied the subdomain RBF collocation method for solving fracture mechanics problems.

We would like to review some of the most recent works for the numerical solution of integral equations
utilizing the meshless methods. The meshless discrete collocation schemes have been investigated using
RBFs for solving Fredholm integral equations on non-rectangular domains with sufficiently smooth kernels
[2] and weakly singular kernels [6, 7]. The meshless product integration (MPI) method [5] has been proposed
to solve one-dimensional linear weakly singular integral equations. The moving least squares (MLS)
collocation method has been used for solving linear and nonlinear two-dimensional integral equations on
non-rectangular domains [4, 45] and integro-differential equations [17]. A local meshless Galerkin method
[3] has been utilized to solve weakly singular linear integral equations of the second kind. An MLS-based
scheme has been applied for the numerical solution of boundary integral equations [8, 41].

In this paper, we present a method for obtaining the numerical solution of the second-kind Hammerstein
integral equation (1). The method estimates the solution using the collocation method based on the use
of RBF approach. The numerical scheme developed in the current paper utilizes the Gauss-Legendre
quadrature rule for approximating integrals. We study the error analysis of the proposed method and
demonstrate that the convergence rate of the approach is arbitrarily high. The new technique is tested over
several Hammerstein integral equations and obtained results confirm the theoretical error estimates. In the
following, we list some advantages of the proposed method for solving Hammerstein integral equations:

v The method is meshless, since it requires no domain elements.

v The new algorithm is simple and computationally attractive.

v/ The technique obtains more accurate results using fewer bases in compared with other methods.

v The iteration methods for solving the nonlinear final system corresponding to the method have less
compactions.

v The scheme does not increase the difficulties for higher dimensional problems due to the easy adaption
of RBE.

v/ The approach is more flexible for most classes of Hammerstein integral equations.

The outline of the paper is as follows: In Section 2, we present a computational method for solving
Fredholm-Hammerstein integral equations of the second kind (1) utilizing the RBF scheme. In Section 3,
we provide the error analysis for the new method. Numerical examples are given in Section 4. Finally, we
conclude the article in Section 5.
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2. RBF Collocation method

In this section, the RBF collocation method is applied for solving the Fredholm-Hammerstein integral
equation of the second kind (1). We introduce the operators K and R on C[a, b] as

b
Ku(x) = f K, yu(y)dy, a<x,y<b, (2)

and

Ru(x) = W(x,u(x)), a<x<b. 3)
We suppose that the function W satisfies the following assumptions [37, 38]:
A1l. There exists C; > 0 such that

[W(x,u1) — W(x,up)| < Ciluy — usl, for all uy,u; € R.
A2. There is a constant C, > 0 such that %—3’ confirms

Ay Ay
|—(x uy) — » —(x, up)| < Coluy —up|, forall up,up € R.

A3.W(,u(), SE(, u(.) € Cla, b] for u(x) € Cla, b].
Therefore the integral equation (1) can be represented in operator form as
(I - AKR)u = f. 4)

Let {x1, ..., x5} be a given set of distinct nodal points selected arbitrarily in the interval [a, b]. To approximate
a function u(x) using the radial function ®(x) = ¢(|x[), we can give the following linear combination [55]:

N

u(x) ~ ) op(lx —xl), x€[a,b]. (5)
k=1

In this paper, we use two well-known RBFs introduced as [55]

1. The Gaussians .
D(x) = P ¢ >0,

2. The inverse multiquadrics
D(x) = (Ix> + A2, ¢ > 0.

The Gaussian and inverse multiquadrics are strictly positive definite functions on R [25]. This property
guarantees that the associated interpolation matrixes based on them are non-singular [55] although is ill-
conditioned. In most cases, the accuracy of the RBF solution depends heavily on the choice of a parameter
c known as the shape parameter [55]. Many authors have investigated the shape parameter [26]. For
example, in his original work on (inverse) multiquadric interpolation in R? Hardy [32] suggested using
¢ = 0.815d, where d = (1/N) Zf\:fl d;, and d; is the distance from x; to its nearest neighbor. Later Franke [27]
suggested using ¢ = 1.25(D/N), where D is the diameter of the smallest circle containing all data points.
Recently, the papers [29, 30] have investigated a beneficial way of finding the optimal values of the shape
parameters based on the local Taylor expansions.

The coefficients {¢;, ...,Cn} in the expansion (5) are determined by solving the following system that is
obtained by replacing this expansion with u(x) and pick distinct node points x1, xy, ..., Xy in the integral
equation (1) as

N

k=1 k=1

N
Sep(lxi — xil) = A f K(xi, y)¥ {y, Z ap(ly = xkl)] dy = f(x;), i=1,..,N. (6)
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We can represent the nonlinear system (6) in the abstract form
N = (I - /\PN(](R)IZN. (7)

The iteration methods, such as Newton’s method, for solving such cumbersome nonlinear system require
to compute several definite integrals at each step of the iteration and so, they are usually sensitive to the
selection of initial guess [38]. As a remedy, we recommend the following new approach based on the use
of the idea in [38]. Define

z(x) = W(x, u(x)).

Solve the equivalent integral equation

b
z(x) = \If(x, flx)+ Af K(x, y)z(y)dy), a<x,y<b, (8)

or in the abstract form
z=R(f + AKz), )

for unknown z(x). Then the solution of original integral equation (1) is obtained by

b
u(x) = f(x) + /\f K(x, y)z(y)dy, a<x,y<bh. (10)

Therefore we can rewrite the integral equation (10) in the operator form as
u=f+AKz. (11)

Similarly, we estimate the unknown function z(x) by selecting N nodal points on the interval [, b] such as
a<x1 <x <..<xy <D, and using the RBF ¢ as follows:

N
z(x) = Zn(x) Zkp(Ix —xl), a<x<b. (12)
k=1
We replace the expansion (12) with z(x) and pick distinct node points x1, x, ..., Xy in the integral equation
(8) which conclude the following nonlinear system:

N N b
Z Zkp(lxi = x¢l) = W [xi, fl)+A Z Zk f Kxi, y)p(ly = xkl)dy], (13)
k=1 k=1 ”

or in the operator form, we have
Zn = RPn(f + AKZN). (14)

The discrete collocation methods result from the numerical integration of all integrals in the system (13).
In this situation, an advantage of the method proposed in this paper is that the internal integrals on the
right side of (13) need to be calculated once only, since they are dependent only on the basis (not on the
unknowns) and result in a closed set of algebraic nonlinear equations for the N unknowns [38]. In the
current work, we use a composite gy-point Gauss-Legendre rule for singular integrals with M non-uniform
subdivisions. Suppose that f(x) is defined on (g, b) satisfies

[P () < C, (15)

for all x € (a,b). Then, for any given integer M > 0,

b
fa F(x)dx = f —x . —)Ax) dx + O(quN ), (16)
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where Ax = 22, Now, we apply gy-point Gauss-Legendre quadrature rule relative to the coefficients {0y}
and weights {wy} in the interval [-1, 1] to approximate integrals in (16), we obtain

ff(x)dx— Zwk—ﬂe O) 17)

=1 k=1

where QZ = %w +(q— %)Ax. It should be noted that ¢(ly — x¢|) are smooth on [g,b], that is, they are
several times continuously differentiable on [a, b] [10]. Therefore, we can use the composite gy-point Gauss-

Legendre rule with M uniform subdivisions relative to the coefficients {v,} and weights {w,} in the interval
[-1,1] as

f Ko 2 = 3 o K, ), (18)
=1 k=1
where Ax = &2 and 07 = 5o, + (9 - §)Ax.
Based on the use of composite gn-point Gauss-Legendre quadrature rule using M subintervals relative to
the coefficients {yx} and weights {wy} in the interval [-1, 1], a sequence of numerical integral operators Ky
on C?[a, b] is also introduced from the quadrature rule (18) by

Kogu(x) = 2 Zwkz K(x,80)2(67), N =1, (19)

where Ax = %2 and 1] = §o, + (7 - 3)Ax.
It should be mentloned that {Kn} is a collectively compact set and converges pointwise [23, 36], moreover
for every u € C@)[a, b] and K € C?1)([a, b] X [a,b]), we have [23]

1K = Kivitlloo < —21 sup 1™ (x)]. (20)

Cn
M2 x€la,b]

We assume that Ky, N > 1 on C[a, b] for approximating K satisfy the following hypotheses [9, 11]:

H1. K and Ky, N > 1, are completely continuous nonlinear operators on Cla, b].

H2. Ky, N > 1is a collectively compact family on Clg, b], i.e., for every bounded set B C Clg, b], the closure
of the set UY_ Kiy(B) is compact in C[a, b].

H3. Ky is pointwise convergent to K on Cla, b], i.e, Kn(u) — K(u), u € Cla, b].

H4. At each point of C[a, b], {Ky} is an equicontinuous family.

H5. K and Ky, N > 1 are twice Frechet differentiable on the ball B(u, r) and moreover

[Kull <@ <oo, N>1, ueB(ug,r). (21)

Utilizing the numerical integration scheme (18) in the system (13) yields the nonlinear system of algebraic
equations

=

N N M 4N Al
D al =) = W xi f) + A Y 2 ) Y wie— K, 0D=(0]) |, i= 1N, (22)

k=1 k=1 q=1 k=1

>~
1l

for the unknowns {2, ...,2y}. The solution of this system eventually leads to the following numerical
solution which can be approximated z(x) as:

N
() = ) o —x)), a<x<b. (23)

=1
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We can represent the final systems (22) in the abstract form as
2N = RPn(f + AKnEN). (24)
Finally, we find the numerical solution of the integral equation (1) by

fin(x) flx)+ )\%

Wy ZK (x, 0])2n(0])

2 EM?
M= i

fx)+ )\% Wy

1 q

K(x, e%Zwuez - xj)). (25)
j=1

=~
Il
Il

—_

In other words, the solution of proposed scheme in the current paper is gotten by

N = f + /\«NZN.

3. Error estimate

This section describes the error estimate and the convergence rate of the new scheme. We first present
the error estimate of RBFs interpolation in terms of the fill distance parameter which mostly follows from
[15, 55]. All strictly positive definite functions give rise to reproducing kernels with respect to some Hilbert
space which are named native Hilbert spaces.

Definition 3.1. [55] Suppose ® € C(R?) N L'(IR?) is a real-valued strictly positive definite function. Then the real
native Hilbert space respect to reproducing kernel ®(- — -) is

P

i

Ro(RY) = {f € C(RY) N LA(R?) : == € L*(R%)}, (26)

with inner product

A

- L f é = 1 f f(w)md 27
< 19 >Ro(®?) \on < Vo' Vo ’ Vo Jre D “ !

where f denotes Fourier transform of f. Furthermore, every f € 8o(IR?) has the representation

1 Ao
— lXZUd X
1o)== ] fowa

From Definition 3.1, we concluded that the native spaces can be regarded as an extension of the standard
Sobolev spaces. In other words, if the Fourier transform of strictly positive definite function @ decays only
algebraically, then the function ® has a corresponding Sobolev space as its native space [25, 55].

We now present some definitions [15, 55] that are important to measure the quality of data points and to
estimate the error of RBF interpolation method.

Definition 3.2. The fill distance of a set of points X = {x1,...,xn} C [a, b] for a bounded domain D is defined by
hx = sup min |[lx — xjl[>.
a<x<b —]
Definition 3.3. The separation distance of X = {x1, ..., xn} is defined by

= —min|(x; — Xi||2.
QX i%] i 72

The set X is said to be quasi-uniform with respect to a constant ¢ > 0 if qx < hx < cqx [25].
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The collocation operator Py : Cla,b] — Cyla, b] for RBF ®(x) = ¢(|x]) is defined by the following linear
combination [55]:

N
Pau(x) = Y ap(x-xl), a<x<b, (28)

k=1

N

where where the coefficients {ck},

are determined by the interpolation conditions
Pnu(xi) = ulx;), i=1,..,N, (29)
and
Cnla, b] = span{p(|x — x1), ..., p(Ix — xnD)}.

We are ready to represent the convergence theorem for approximating a function u € 8o, b] by the RBF
approach [55].

Theorem 3.4. [55] Assume the interpolant of a function u € 8qla, b] is based on the positive definite RBF ® and the
distinct set X = {x1, ...,xn}. Then for every | € N there exist constants hy(l), C; such that

llu — Prutlloo < Crlylulsoa e (30)
provided hx < hy(l).

Remark 3.5. [25] As a conclusion from Theorem 3.4, for the sufficiently small hx, some positive constant ¢ and
u € Nola, b], we list the error bound as follows:

For Gaussians, we have

(*C\ loghX'D\

I N (31)

llu —Prulleo < e

For inverse multiquadrics, we give

(=5)
llu — Prttlloo < €0 ulRya01- (32)

Therefore the convergence rates will be arbitrarily high algebraic for infinitely smooth RBFs such as Gaussians and
inverse multiquadrics and for RBFs with limited smoothness, the approximation order of the method is limited by the
degree of smoothness (see [55], Chapter 11 for details).

Let Tu = u be a fixed point problem on C[a, b] and T be a nonlinear compact operator on C[a, b]. Define
the approximating operator Ty on C[a, b] to estimate the operator T. The required hypotheses on T and
Tn, N > 1 are listed and labeled in the following [9, 11]:

(i) T and Ty, N > 1, are completely continuous nonlinear operators on C[a, b].

(ii) Ty, N > 11is a collectively compact family on C[a, b].

(iii) Ty is pointwise convergent to T on C[a, ], i.e, Tn(u) — T(u), u € Cla, b].

(iv) At each point of C[a, b], {Tn} is an equicontinuous family.

(v) Tand Ty, N > 1 are twice Frechet differential on the ball B(uy, r), ¥ > 0 and moreover

ITll <a<oo, N1, ueB(u,7). (33)

Lemma 3.6. Suppose (i)-(v). Let zy be a fixed point of T, and assume that 1 is not an eigenvalue of T'(z¢), where
T'(zo) denotes the Frechet derivative of T at zy. If (v) is satisfied on B(zo,r) C Cla, b], then uy is a fixed point, of the
nonzero index. Moreover, there are €, M > 0 such that for every N > M, Ty has a unique fixed point zy in B(up, €).
Also, there is a constant y, > 0 such that

llzzv — zollo < V1lITZo — TnZollo, N =M. (34)
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Consider the nonlinear operators Tz and Tz on C[a, b] as follows:
Tz = R(Kz + f),

and
Tnz = PNR(Knz + f).

Assuming that K and Ky satisfies H1-H5, it is shown in [11] that T and Ty also satisfies (i)-(v).
We are ready to consider the convergence theorem about the presented method.

Theorem 3.7. Suppose that the assumptions of Theorem 3.4 and Lemma 3.6 hold. Let the Hammerstein integral
equation (1) have a unique solution uy € Nela, b] N C*N[a, b]. Assume that 1 is not an eigenvalue of R (Kzo + f)K’,
where K’ and R’ indicates the Frechet derivatives at zo. Thus there are £, M > 0 such that the proposed method has a
unique solution iy in the ball B(uo, €) for every N > M. Moreover there exist positive constants C1, Cp, Cx, Cn, V1, ho,
provided that hxp < hg such that

AlC
|]\/1|qu sup (), (35)
x€la,b]

llin = tholleo < CxlAly1Ciltk[volsgfap) + (Cky1CpCr + 1)

where vy = R(Kzo + f).
Proof. By considering iy = f + AKnZn, we have

lin —uolle < NI(f + AKNEN) — (f + AKZ0)lleo = IAMIKNEN — Kzollo
A NEN — Kinzolloo + IANIKNZ0 — Kzolloo, (36)

IN

so it is concluded that
lin — tolleo < IANIKNINIZN — Zolloo + AT NZ0 — KzZolloo- (37)

Since the family Ky is the pointwise convergence to K, there exists a constant M, > 0 such that for every
N > M, we have || Knzo — Kzol| < € and from the principle of uniform boundedness [10], it can be supposed
that [|Kn|| < Ck. Therefore

llin = uolleo < IAICKIIZN = Zolleo + MK NZ0 = KZollco- (38)

Since 1 is not an eigenvalue of T = R'(Kzp + f)K’, this can be immediately obtained from Lemma 3.6 that
there exists a unique solution zy € B(zy, €) (i.e., there is a constant M; > 0 such that for every N > M; we
have |2y — 2olleo < €), such that

lIZn = zolleo < V1lITZ0 — TnzZolleo = Y1lIR(Kzo + f) = PNR(Knzo + fllo-
On the other hand, we have

IZn = zollo < Y1lIR(Kzo + ) = PnR(Kz0 + fllo + V1llPNR(Kzo + f) = PnR(Knzo + f)lleo
< 7illve = Prnvolleo + Y1lIPNIIIR(KZo + £) — R(Knzo + fllco,

where vy = R(Kzp + f). From the principle of the uniform boundedness (see [10], Theorem A.3 in the
Appendix), we conclude that

Cp = sup [|Pnll < co. (39)
NelN

Also, from the assumption (A1) on the Fredholm-Hammerstein integral equation (1), we have

IR(Kzo + f) = R(Knzo + fllo < Ci1llKz0 = KnZolloo- (40)
Therefore, using (39) and (40) results that

lIEn = zolle < Y1llvo — Prvolleo + 71CPChlIKZo — KizZolloo- (41)
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By substituting (41) in (38), we obtain
iy —uolle < Cryillvo = Prnvolleo + (Cxy1CpCr + )| zo — Kinvzolloo-

Choosing M = max{M;, M5}, we deduce that iy, for N > M, within B(uy, &), is the unique solution of the
proposed method, because

lin — uolleo < (Coe +€) = €. (42)
It is seen zp(x) = D(x, up(x)) in Ne[a, b] N C*N[a, b], because P is a well-behaved function on [4,b] X R and

1y € Nola, b] N C*N][a, b]. Finally using Theorem 3.4 and the error bound (20), we have

A
IAICn sup Izéz'“’) .

llin = tolleo < CilAly1Ciltk[volsgfap) + (Cky1CpCr + 1) v 5P

Since, hy , = 0 as N — oo (justified by the quasi-uniform condition on X), yields #iy — uo. This completes
the proof. [

4. Numerical examples

To study the accuracy and efficiency of the new method, we have solved four test problems involving
Hammerstein integral equations. The Gaussians (GAs) and the inverse multiquadrics (IMQs) are applied
for solving these types of integral equations. In computations, we put ¢ = 0.11x VN for GAsand ¢ = \iﬁ for
IMQs based on the discussion on selection shape parameter in [2, 26]. We utilize 10-points composite Gauss-
Legendre quadrature formula with subdivisions M = 10 to compute integrals in the scheme. Furthermore,
the numerical results are compared with the method presented in [36] based on the use of Legendre
wavelets Y, (x) = P(k, m, x), in which k = 2,3,...and m = 0,1, ..., M — 1. Wavelets as localized functions are
useful for solving nonlinear integral equations [1, 36]. We have obtained the following conclusions by this
comparison:

v The Legendre wavelet method leads to a larger system with n = M2¥! unknowns instead of the proposed
method.

v’ The obtained results of the presented scheme are better than the results given by the Legendre wavelet
method.

v The proposed method has a simple algorithm based on some random nodes over the [4, b] in compared
with the Legendre wavelet method.

v The convergence rates of the proposed method are higher than the convergence rates of the Legendre
wavelet method.

We have measured the accuracy of presented technique by the maximum error |ley|lc and the mean error
llen|l> which can be defined as follows:

1
2

b
llexlleo = znelaaﬁﬂuex(x) = anm@l}, ekl = (f |t () — A (x)Pdx|
x€[a, a

where the exact solution u,,(x) is estimated by the numerical solution #iy m(x) obtained by the current paper.
The convergence rates of the presented scheme have been also reported by

. In(llenlle) — In(llenr[lco)
Ratio = == (N~ In(N)

We have written all routines in "Maple” software with the "Digits” 20 (Digits environment variable controls
the number of digits in Maple) and a Laptop with 2.10 GHz of Core 2 CPU and 4 GB of RAM has been used
to run these. To solve the final nonlinear system of algebraic equations the “Fsolve” command has been
employed based on the use of floating-point arithmetic. In this command, the selection of initial guesses
is very important for converge issue. Here, for N < 6, we choose the zero vector of length N as initial
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Figure 1: Absolute error distributions of Example 4.1

Table 1: Some numerical results for Example 4.1

N GA IMQ Legendre wavelet
llenll2 llenTloo Ratio llenll2 llenTloo Ratio

BN

llenll2 llenlloo

3 1.65x10° 246x107° - 836x10°  1.15x 1072 - 3 486x107° 1.12x1072
6 116x107° 327x107° 471  541x107°  1.61x107* 6.15 6 134x1073 3.08x1073
9 187x107 553x1077 868 1.64x10° 618x107°® 805 12 214x107* 493x10™*
12 251x1077 752x1077 1449 792x10°% 243x1077 1124 24 995x10°® 229x10°°
15 3.64x10711  1.09x10°1 1753 531x107° 1.01x108 1428 48 356x107° 820x10°°
18 415x10°18  142x10712 2237 805x1071! 315%x10710 19.03 96 5.08x1077 1.15x107°

guesses [2]. Also, to select the initial guesses for N > 6, we apply the obtained solutions corresponding
to the nodal points whose number is less than N. In other words, we assume that 7, is the approximate
solution which is obtained by the presented method for 7 < N, then consider the following linear system
of algebraic equations

N
Z Dé(lxi — xil) = 0e(x), i=1,..,N, w
k=1

The initial value may be chosen as the solution of system (43), i.e, 20 = [C§0)’ .y cgg)]t.

value of 7 until a satisfactory convergence is achieved [2].

Next, we increase the

Example 4.1. Consider the following Fredholm-Hammerstein integral equation of the second kind:

flns ln(l +x2 4+ yz) sinh(u(y) + .1/)
u(x) X2y+m  y2cosh(y) + 1

dy=f(x), 0<x<In3, (44)

where the function f(x) has been so chosen that the exact solution is
X

V1+x2.

The traditional methods take difficulty for numerically solving this problem, but using some nodes scattered
over the interval [0, In 3], this problem could be solved using the meshless method proposed in this paper.

Uex(x) =
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Figure 2: Absolute error distributions of Example 4.2

Table 2: Some numerical results for Example 4.2

N GA IMQ Legendre wavelet

llenll2 llenlloo Ratio llenll2 llenlloo Ratio n llenll2 llenlloo
3  38x107° 655x107° - 134x102  212x1072 — 3 1.84x107° 418x107°
6 190x107°  4.95x107° 533 208x10™* 6.22x10™* 5.08 6 287x107* 6.62x107*
9 1.06x1077 389%x1077 1030 1.61x107> 3.46x107° 712 12 142x107° 3.27x10°
12 932x10710  4.02x107° 1435 599x1077  140x107® 1113 24 397x107® 9.14x10°°
15 8.89x10712 454x10°1 1859 231x10°%  485x10°% 1508 48 6.39x1077 1.47x10°
18 9.70x107% 526x10718 2295 482x10710 969x10°10 2145 96 6.12x107% 1.34x1077

Table 1 shows results in terms of |le||, |||l and the rate of convergence for different numbers of N utilizing
GAsand IMQs. Also, theresults are compared with the method in [36] based on the use of Legendre wavelets
for solving Hammerstein integral equations. As we expected from Theorem 3.7, the results converge to
the exact values of O(h D) where the used RBF is 2/ times continuously differentiable [55]. Since GAs and
IMQs are several times Contlnuously differentiable, the convergence rate of method is arbitrarily high. We
compared the obtained errors for different numbers of N in Figure 1.

Example 4.2. In this example, we solve the integral equation

- [ G \/”;(yiff ~f(), 0sr=e (@5)

where the function f(x) has been so chosen that the exact solution is

Uex () = (¥ + 1) In(1 + x).

Table 2 shows results in terms of |le|, |lell and the rate of convergence for different numbers of N utilizing
GAsand IMQs. To compare the presented method, we also solve the integral equation utilizing the Legendre
wavelet method [36] and the numerical results are given in this table. By increasing the number of nodes,
the numerical results converge to the exact values with high order and these confirm the theoretical error
estimates. We also compared the obtained errors for different numbers of N in Figure 2.
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Figure 3: Absolute error distributions of Example 4.3

Example 4.3. Consider the following second-kind Hammerstein integral equation:

u(x)f R ( e(y))

2Hxy+m Xy+m =f(), 0<x (46)

I\)l'?l

where the function f(x) has been so chosen that the exact solution is
X
Uex(x) = sin(—).
ex(X) (7

Table 3 shows results in terms of |le||, |lel|. and the rate of convergence for different numbers of N utilizing
GAsand IMQs. Also, the results are compared with the method in [36] based on the use of Legendre wavelets
for solving Hammerstein integral equations. It is seen that the obtained numerical results converge to the
exact solution by increasing the nodal point selected randomly on [0, 7]. Also, it should be noted that from
Theorem 3.7, for sufficiently large gy, the error of the RBF interpolation is dominated over the integration
error. Therefore, increasing the number of nodes in numerical integration method has no significant effect
on the error. We compared the obtained errors for different numbers of N in Figure 3.

Example 4.4. We consider the following Fredholm-Hammerstein integral equation:

aty?  u)
ex+y2+n 1+ u(]/)

u(x) — =f(x), 0<x<1, 47)

where the function f(x) has been so chosen that the exact solution is
Uee(x) = (3 + 1)e.

Table 4 shows results in terms of |le||, |lell and the rate of convergence for different numbers of N utilizing
GAs and IMQs. To compare the presented method, we also solve the integral equation utilizing the
Legendre wavelet method [36] and the numerical results are given in this table. The results obtained in
this example demonstrate that the method can be easily used for various kinds of Hammerstein integral
equations. We compared the obtained errors for different numbers of N in Figure 4.
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Table 3: Some numerical results for Example 4.3

N GA IMQ Legendre wavelet
llen|l2 llenllco Ratio llenll2 [lenlloo Ratio n llenll2 llentllco
3 1.89x10° 321x107° — 230x10Z  3.51x 1072 — 3 233x107° 598x1073
6 799%x107° 204x1075 552 311x107* 930x10* 523 36 356x107* 9.17x107*
9 315x10°% 1.13x1077 11.05 257x107° 542x10° 701 12 476x10° 1.24x107*
12 1.79x1070 750x10710 0866 861x1077 157x10° 1231 24 631x10° 1.64x107°
15 923x1071 459x10712 0744 1.17x10°% 533x10°% 1517 48 922x1077 241x10°°
18 515x10°% 269x10°¥ 0707 859%x10710 148x10™° 1964 96 1.14x107 2.87x1077
10721
1073
1074
1075 IMQ
5 1071
10774 GA
10781
10°%
10-10,
10-11,
4 6 8§ 10 12 14 16 18
N
Figure 4: Absolute error distributions of Example 4.4
Table 4: Some numerical results for Example 4.4
N GA IMQ Legendre wavelet
llen|l2 llentllco Ratio llenll2 [lentlloo Ratio =n llenl2 llentllco
3  823x10° 1.41x1072 — 342x107  5.69x1072 - 3 202x107 487x1072
6 621x10* 168x107* 483 756x107* 210x107° 359 6 359x107% 7.79x1073
9  562x107  2.09x10°° 933 401x10° 956x10° 657 12 548x107* 1.18x1073
12 671x10™° 290x10® 1342 981x1077 251x10°® 1144 24 753x107° 1.62x107*
15 8.09x10°1  421x10710 1756 239x10°% 7.66x1078 1445 48 993x10° 214x107°
18 1.12x10712 589x10712 2197 817x10710 203x10™% 1869 96 1.24x10° 257x107°®

679
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Figure 5: Absolute error distributions of Example 4.5

Table 5: Some numerical results for Example 4.5

N GA IMQ Legendre wavelet
llenll2 llenTloo Ratio llenll2 llen'leo Ratio

N

llentll2 [lenlloo

3 442x107°  6.84x107° — 387x107°  719x107° — 3 9.86x10° 247x1072
6 601x10° 128x107° 685 180x10™* 398x10* 417 6 191x107° 473x107
9  657x107%  2.04x1077 880 451x10°  1.03x107° 901 12 278x107* 6.98x10™*
12 697x10710  292x107? 1333 1.13x107 3.06x1077 1223 24 4.03x107° 9.81x10°
15 882x10712 484x10°M 17.01 723x107° 1.12x1078 1486 48 497x107°® 121x107°
18 1.26x10718  779x10718 2126 899x10711 3.69%x10710 1865 96 648x1077 1.57x10°

Example 4.5. As the final example, let

f“h(l) sin(xy + 1) ey+u®
(x) 0 (y+1)2 2 +1

dy = f(x), 0<x <sih(1), (48)

where the function f(x) has been so chosen that the exact solution is

(x*>+1)

tex(x) = x+m?’

Table 5 shows results in terms of |le||, |lel| and the rate of convergence for different numbers of N utilizing
GAs and IMQs. Also, the results are compared with the method in [36] based on the use of Legendre
wavelets for solving Hammerstein integral equations. As we can see from Theorem 3.7, the results gradually
converge to the exact values as N — oo of order 1} which results converge to the exact values of arbitrarily
high, because the used RBFs in this paper are smooth. We compared the obtained errors for different
numbers of N in Figure 5.

5. Conclusion

The main purpose of this article is to investigate a computational scheme for solving Fredholm-
Hammerstein integral equations of the second kind. The method estimates the solution by the collocation
method based on the use of RBF approach. The discrete collocation method for solving integral equations
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results from the numerical integration of all integrals appeared in the method. The proposed scheme
applies a accurate quadrature formula via the Gauss-Legendre integration rule to compute integrals in the
scheme. Since the proposed method does not require any background mesh, we can call it as the meshless
discrete collocation method. We also obtain the error bound and the convergence rate of the presented
method. Finally, numerical examples are included to show the validity and efficiency of the new technique
and confirm the theoretical error estimates.
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