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Existence of Multiple Positive Solutions for Semipositone Fractional
Boundary Value Problems

Serife Miige Ege?, Fatma Serap Topal?

*Department of Mathematics, Ege University, 35100 Bornova, Izmir-Turkey

Abstract. In this paper, we study the existence and multiplicity of positive solutions to the four-point
boundary value problems of nonlinear semipositone fractional differential equations. Our results extend
some recent works in the literature.

1. Introduction

Fractional differential equations have been of great interest recently. This is because of both the
intensive development of the theory of fractional calculus itself and the applications of such constructions
in various scientific fields, such as physics, mechanics, chemistry, engineering, etc. For details we refer to
[3, 5, 6] and references therein. Such investigations will provide an important platform for gaining a deeper
understanding of our environment.

Motivated by the wide application of fractional differential equation, in the past few years, the study of
positive solutions on fractional boundary value problems had aroused extensive interest (see [1, 2,9, 11, 12,
14-17] and the references therein). In [1, 9, 12, 14, 15], the authors considered the boundary value problems
of Riemann-Liouville differential equations and zero boundary values (Riemann-Liouville derivatives is
not suitable for non-zero boundary values). In [2, 11, 16, 17], the authors considered the boundary value
problems of Caputo fractional differential equations. However, to the best knowledge of the authors, there
is less literature available on paper concerned with the fractional four-point boundary value problems [18].

The purpose of this paper is to study of existence of positive solutions for the following four-point
boundary value problem for fractional differential equation

DI (p(t)D'u(t)) + f (t,u(t)) =0, te€(0,1), 1)
aru(0) — pru’(0) = —y1u(&r),
au(1) + Bou’ (1) = —yau(la), 2)
D'u(0) = 0,

where a1, ay, 1,2, 71,72 are real constants with aq, a2, 1,82 > 0, f1 > Y1, B2 > 12, 0 < &1 <& <1, f €
C([0,1] x R*,R) is semipositone, i.e., f(t, 1) needn’tbe positive forall t € [0,1]and allu > 0,p € C ([0, 1], R*)
with p(t) # 0 for all t € [0,1] and D" and D7 are the standard Caputo fractional derivatives of fractional
orderrand qwith1 <r<2,0<g<1.
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The remainder of the paper is organized as follows. In Section 2 we state some preliminary facts
needed in the proofs of the main results. We also state the Krasnosel’skii’s and Leggett-Williams fixed
point theorems in this section. In Section 3, we give the main results of the paper, that establish existence
of at least one or multiple positive solutions for the problem (1)-(2). Finally, in this section we discuss an
example that illustrates the main results of the paper.

2. Preliminaries

In this section we collect some preliminary definitions and results that will be used in subsequent
section. Firstly, for convenience of the reader, we give some definitions and fundamental results of fractional
calculus theory.

Definition 2.1 For a function f given on the interval [4,b], the Caputo derivative of fractional order r is
defined as

1

D'f(t) = =7

f (t—s)"""LfW(s)ds, n=[r]+1, (3)
0

where [r] denotes the integer part of r.
Definition 2.2 The Riemann-Liouville fractional integral of order r for a function f is defined as

1 t
I'f(t) = m [) (t- s)"lf(s)ds, r>0, 4)

where [r] denotes the integer part of r.
Lemma 2.1 Let ¥ > 0. Then the differential equation D"x(t) = 0 has solutions

x(t) =Co + C]t + C2t2 + 4 Cn—ltn_l, (5)

wherec; € R,i=0,1,2,...,n,n=[r] +1.
Lemma 2.2 Let 7 > 0. Then

Ir(Drx)(t) = x(t) +co+ it + Cztz + ...+ C,,,1tn_1, (6)
wherec; €R,i=0,1,2,..,n,n=[r]+ 1.

For finding a solution of the problem (1)-(2), we first consider the following fractional differential
equation

~D'u(t) = o(t) @)
a1u(0) — p1u’(0) = —y1u(&1) (8)
au(1) + Bou’ (1) = =yu(éy)

where v € C ([0, 1]).

Let we define d := a1(az + f2 + 728&2) + 71 (B2 + a2l — &1) + p2(E2 — &1)) + fr(az + )2).
Lemma 2.3 Let 7 € (1,2] and v € C[0,1]. The boundary value problem (7) — (8) has a unique solution u in
the form

1
u(t) = fo G(t, s)v(s)ds, )
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where
—m( sy ()[a2+ﬁ2+7/152
—t(az + 7/2)] (&1- s)r Ty dl"(r) [ﬁl y1é&1
Har + ] [ya(& =9 + a1 -5y
+rB2(1 —5)" - 2], s<&,s<t
dr( ) [az + B2+ y1&2 — Haz + y2)] (&1~ 5)'
e B = vi&a + (a1 + yot] |ya(&2 —s)™!
+ap(1 =)t +rBa(1 —s) 2, s<& s>t
r— 1 1

Git,5) = _m( —9) dF(r) [B1 = y1&1 + (a1 + y1)t]
[72(&2 = sy + a1 = sy + a1 - 5) 7, &G <s<&s<t
% [B1 = y1é1 + (a1 + y1)t] [)/2(52 -5t
+rB2(1 - s)r’z] , §1<s<&ys5>t
—L(—s)’1 ! [B1 — y1&1 + (a1 + p1)t]

T(r) ar(r) 1—7Y1¢1 1+

[az(l —s) L+ rBa(1 - s)V’z] , & <s,5<t
o5 [B1 = y1&1 + (@1 + y)t] [aa(1 = 5) !
+1Bo(1 - S)r’z] & <s, s>t

Proof. The equation D"u(t) + v(t) = 0 has a unique solution

u(t) = —mf (t —s)Yo(s)ds + co + c1t

where cp, ¢1 € R. By aqu(0) — 11/ (0) = =y1u(&q), aqu(l) + fou’ (1) = —you(&y), we have

co = y1(a J;l/f(zr;r 72£2) f& (&1—5)"v(s)ds — 2(7/151 ~B) [% f:(l — sy-lo(s)ds
T f (1 =) o(s)ds + m (Ez - S)Hv(s)ds]
and
o=t F(r) f (1-sy- 1v(s)ds+r( s f (1 — sy 20(s)ds
+ry(2) (5 — ) 1o(s)ds ] 71(2‘;—5)”) i (&1 — s To(s)ds.

751

(10)
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Substituting ¢, 1 into equation (10) we find,

1 &1
u(t) = —L f (= sy o(s)ds + 112 J:ﬂ[f(zr; r2t2) f (&1 — sy o(s)ds - 1(y151 ~B)

[1"( ) f (1= s)to(s)ds + mf (1 —s)"2v(s)ds + m f (&2 —5)" 1v(s)ds]
ar+ )1 B2 .
y o) -1 fo (1 -s)20(s)ds

1—'72,) (52 - S)r_lv(s)ds} — 7/1(312"—(:)7/2) fo‘gl(él _ s)’_lv(s)ds]t

1
= f G(t,s)v(s)ds.
0

1
(1 —s)"to(s)ds +

The proof is complete.

Throughout this study we will assume the following condition is satisfied:

H1) (a2 + (r = 1)B2) (B1 — y1&1) > d.
Lemma 2.4 If (H1) holds, then there exist a constant N such that 0 < G(t,s) < N(1 —s)2, t,s € [0, 1], where

[yi(az + B2+ y1&2) + (a1 + 1) (Y2 + az + (r = 1)B2)].

G
Proof. Obviously G(t,s) 2 0 also we get
manssGlie) < dl’( ) (a2 + B2 + Y182 — (a2 + y2)) (E1 = 8)
+F(r) (1= y1&1 + (@1 + y1)D) (&2 =)™
%@Dﬁz (Br=71&+ (@ +y)H (=)
: dr( )(0‘2 +p+y18)(1-9)
+dF(r) Br-mé+ar+y) (-9
%&)Dﬁz Br—y&+ar+y)(1-s)"
= %(r) ez + B2 +y1&2) + (a1 + B1) (2 + az + (r = 1B2)] (1 —5) 2
< NA-9)72

The proof is complete.
Lemma25If0<s<1,6¢€(0, %), then there exists a constant y such that

_ QY- 2
tefg%ne G(t,s) = uN(1 -5s) (11)

where

_=d+ (a2 + (r=1B2) (B1 — y1&1 + min{0,1 - O} (aq + 1))
T i@+ B+ 1&) + (1 + ) (2 + az + (r = 1)Ba)

(12)

Proof: We have two cases:
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Casel.For0<s<t<1-0,weget

Gt,5) >~ (1 sy 2H U D

) a0 [B1 = 71&1 + (a1 + y1)t] (1 —s) 2.

Case2.For 0 <t <s5<1,weget

ar + (7‘ - 1)ﬁ2

G(t,s) = a0

[B1 = 71&1 + (a1 + Y1)t (1 — )2

Hence we have

—d+ (a2 + (r = 1)B2) (B1 — y1&1 + (a1 + y1)min{6,1 - 6})

NG (L=s)%

G(t,s) =

Lemma 2.6 Let f € C([0, 1] X R*), then the problem (1)-(2) has a unique solution

1
1
u(t) = G(t,8)—=17f(s, u(s))ds.
= [ Gt )
Proof. Let p(t)D"x(t) = h(t), we have the following problem

D(t) + f (£ x(t)) = 0
h(0) = 0.

By Lemma 2.2, we have

h(t) = a1t = T (f (£, x(t))) .
Since h(0) = 0 we get

h(t) = -I1(f (t,x(t))), O0<t<1.
So, using Lemma 2.3, the problem

() = ——19 (— —_Lp
Dult) = oo (=f () = =1, 1)

a1u(0) — p1u’(0) = —y1u(&1)
au(l) — Bou’ (1) = —you(&y)

has a unique solution

1
u(t)=j(; G(t,s);%qu(s,u(s))ds.

Lemma 2.7 Let w be a solution of

D7 (p(HD"u(t)) + 1 =0

1
with the boundary condition (2), then w(t) < LP where P = f LtJls.
I(g+1) o pE)

Proof. Using Lemma 2.6, we obtain the solution of the problem (22)-(2) is

1
1
w(t) = fo G(t, s)%ﬂ(l)ds.
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(16)

(17)

(18)

(19)

(20)

(21)

(22)
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Since

_ 1 t gyt
ﬂayﬁ@lﬁu—w %_FW+D’

we get, for t € [0,1],

1 1 1 1 1 1
- - 1—g)y 22—
w(t) < TG+ 1) fo G(t,s)sp(s)ds < TG+ 1) fo N( -5s) p(s)ds

N | N
< — | —ds= P.
T@+1) Jo p@s) Ig+1)

This completes the proof.
The following fixed point theorems are fundamental and important to the proof of our main results.

Theorem 2.1. [7] Let E = (E,|| . ||) be a Banach space, P C E be a cone in E. Suppose that Q1 and C, are open

subsets of E with 0 € Qy and Q) C Q,. Suppose further that T : PN (Qy \ Q1) — P is a completely continuous
operator such that either

(D ITull < |ull for u € PN I, |Tull > ||ull for u € P NIy, or

(2) | Tull = |[ull for u € PN Oy, [|Tul| < |lul| for u € P N Q2 holds.

Then T has a fixed point in PN (Q_z \ Q).

Define the sets P. :={u € P:||u||[< ¢} and P(a,a,b):={ue€P:a < a(u),l| u|<b} wherea,b,c > 0and a on
P is a nonnegative functional.

Theorem 2.2. [8] Let E = (E, || . ||) be a Banach space, P C E a cone of E and ¢ > 0 a constant. Suppose that there
exists a nonnegative continuous concave functional a on P with a(u) <|| u || for u € P.andlet T : P, — P.bea
completely continuous map. Assume that there exist a,b,c,d with 0 <a <b < d < ¢ such that
(51) {u € P(a, b,d) : a(u) > b} # 0 and a(Tu) > b for all u € P(a, b, d);
(S2) || Tu |I< a for all u € P,;
(S3) a(Tu) > b for all u € P(a, b, c) with || Tu ||> d.

Then T has at least three fixed points uy,u, uz € P such that || uy ||< a,a(up) > b, || uz ||> a and a(us) < b.

We consider the Banach space E = C ([0, 1], R) endowed with the norm defined by |{ul| = sup,_,, [u(t)|. Let
P={u€E:ull ull<mingpi-eu(t)}, then P is a cone in E.
3. Main Result

In this section, we prove the existence of multiple positive solutions of the problem (1) — (2) by using
Theorem 2.1 and Theorem 2.2.
First we shall show that the following boundary value problem

D7(p(t) (D'y(h)) + F(t,y (1) =0 (23)
a1y(0) = 1y’ (0) = =y1y(&1)
ay(1) + 2y’ (1) = —y2y(&2) (24)
D'y(0) =0,

has at least one and three positive solutions where F : [0, 1] X R* — R*,

ft,z)+M, z20,
E(t,z) = (25)
ft,0)+M, z<0,
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Y () = max{(y—x)(t), 0} and x(f) = Mw(t) such that w is the unique solution of the problem (22)-(2). Thereafter
we shall obtain the existence of multiple positive solutions of the problem (1) — (2)
We give the following assumptions:
(H2) f(t,u(t)) # 0 for (t,u) € [0,1] X (0, 00),
(H3) There exists a constant M > 0 such that f(t, u) > —M for all (¢, u) € [0,1] X [0, co].

Theorem 3.1. Assume that (H1)-(H3) are satisfied. Let F satisfies the following conditions:
Fty)

(A1) There exist ty,t, € (0,1) such that lim, s = oo uniformly on [t1, t,],

NP
(A2) R; is a positive real number such that Ry > M, m where My = max{F(t,y) : (t,y) € [0,1] X [0, R1]}, then
the problem (23)-(24) has at least one positive solution.

Proof: It is well known that the existence of positive solution to the boundary value problem (23)-(24) is
equivalent to the existence of fixed point of the operator T. So we shall seek a fixed point of T in our cone
P where the operator T : E — E is defined by

1
Ty(t) = f G(t, S)WI‘U-" (s,y°(s))ds, te]0,1]. (26)

First it is obvious that T is completely continuous. Now we will prove that T(P) C P.

1
Ty(t) = f G(t,s %1‘713 (s, y°(s))ds
< f N1 - s)"z%IqF (s,y°(s)) ds
0
1
< Minep,1-0] f —G(t, s)ﬂl"F (s,y°(s)) ds.
0
and so
1 1 .
“ Ty ”: - mlnte[("),l—(‘)]G(t/ S)—IqF (5/]/ (S)) dS/ te [0/ 1] (27)
H Jo p(s)
thus, we get
pll Ty |I< mingero,1-1 Ty (). (28)

This shows that T(P) c P.  LetQg, ={y € E ||l y ll< R1}. Weshall prove that|| Ty [I<|| y ||, for y € P dQg,.
Then || y ||= R;. Itis clear that y*(t) < y(t) < Ry, for all ¢ € [0, 1]. Then, using the definition of F, we find for
te[0,1],

1
Ty(t) j(; G(t, s)r%lqlf (s, y°(s))ds

1
f G(t, s)ﬂlq (My)ds

1
14
fG(t s) ()I (1) ds

NP
= Mla)(t) < M1 r(q n 1)
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Therefore || Ty |I< Ry =|| y || for y € P () dQR;.
Let K be a positive real number such that
4

a2 1 -1
KLuN(1 - 1) PR L (29)

5]
1
where P* := f ——ds. In the view of (A2), there is a constant L > 0 such that F(t,y) > Ky, Vy > L
t

. PGs)
and t € [#,t]. Now set, R, := Ry + max{T_'_I;)JL} and define Qr, = {y € E || y |lI< Ry}. Since
3 MNP Ry e B B & _ &
x(t) = Mw(t) < T +1) < X we get y'(t) = y(t) — x(t) > R, ) > L for t € [t1,t;]. Therefore for
y € P JdQg,, we have
F(tl y*(t)) = Ky*(t) > KL/ te [tlr tZ]/ (30)

which implies that

1
Ty(t) f G(t,s)LIqF(s, y'(s))ds
0

p(s)

v

1)
ftl uN(1 - S)H;%Iq (KL)ds

[\

KLuN ft 2(1—5)’_21%1'7 (1)ds

ty q
KLuN(1 - t,)2 f 1" g
t P(S) r(q + 1)

DL A

t‘l

KLUN(L =t Pz RNyl

v

[\

soweget|| Ty |l=Rx =l y .
Then it follows from Theorem 2.1 that T has a fixed y with Ry <|| y ||< Ro.

Theorem 3.2. Assume that (H1)-(H3) are satisfied. Let 0 < a < b < c < e and suppose that F satisfies the following
conditions:

I'g+1)

(BD) F(t,y) <a NP forall (t,y) € [0,1] X [0,a],
I'g+1) MNP

(BZ) F(t,y) > bm, fOT’ all (t,y) S [6,1 - 9] X [b — r(q n 1),C],

I'g+1)
(B3)F(t,y)<e NP forall (t,y) € [0,1] X [0, ¢],

1-6
where Pg = —Sds, then the problem (3.23)-(3.24) has at least three positive solutions y1, Y, y3 such that

o P
I y1 lI<a,a(y2) > b, |l y3 lI> aand a(ys) < b.

Proof: We shall seek fixed points of T in our cone P where the operator T : E — E is defined by (26). In
what follows, we show that the all conditions of Theorem 2.2 are satisfied. We first define the nonnegative,
continuous concave functional @ : P — [0, o0) by a(y) = minseg1-g] [y(t)|. For each y € P, it is easy to see
a(y) <l y Il. Let e > 0 be a constant. We prove that T(P,) C P,. Let ye P,. Then
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(i) if y(t) = x(t), we have 0 < y(t) — x(t) < y(t) < cand F (t, y*(t)) = f (t, y(t) — x(t)) + M > 0. By (B3) we have

F(t, y(8) — x(t)) < eI’(q_—;l)'

(i) if y(f) < x(t), we have y(t) — x(t) < 0 and F (¢, y*(t)) = f(t,0) + M > 0. By (B3) we have F(t, y(t) — x(t)) <
F(q +1)

NP
_ I'g+1
So, we proved that, if y € P,, then F(¢, y(t) — x(t)) < e% for t € [0,1]. Then,

! 1
f G(t,s WI'?F (s, y°(s))ds

el'(g+1)
j(;G(t, )Wﬁ( NP )ds

_d@+1) 1
= ND ; G(t, )Wﬂ (1) ds
el'(g+1) 5 < el(g+1) NP

Ne CYVETNP T(@+D)

Ty(t)

Therefore, we have T(P,) C P,.
Especially, if y € P,, then (B1) yields F(t, y(t) — z(t)) < a

Theorem 2.2 is satisfied.

Ilg+1) iy
NP for t € [0,1]. Hence condition (52) of

Next we show that condition (S1) of Theorem 2.2 holds. To check that, we choose yo(t) = % for

t €[0,1]. Itis easy to see that yop € P, || yo lI= % < cand a(y) = b% > b. Thatis yy € {y € P(a,b,c) :
a(y) > b}, in other words {y € P(a,b,c) : a(y) > b} # 0. Moreover, if y € P(a,b,c) we have b < y(t) < c for

MNP
€[0,1-6]andsob - TG+ 1)

<y* =y-x<y<c By(B2)and Lemma 2.5, we have

1-0 1
a(Ty) = min (Ty(t)) = j; UN(1 —s)"~ 2—1‘71-“(5 y'(s))ds

te[6,1-0]
1-0
1 I'g+1)
N 1-35)2 [1p—F—|d
& L (1-5) 5] (yNQ‘W‘ZP@ S

rg+1) ., f |
Nb—— 9" —11(1)d
T M L

I(g+1 =01 m
- uN(qu-z)P@ 7 2f9 POTa+D"
g+ ., 6 (771
uNO7 2Py~ T(q+1) Jo P(S)
pN@‘“"Zb T(g+1)
I'(g+1) uNe+2Pg

\%

\%

\%

uNb

Py =b.

Hence condition (S1) of Theorem 2.3 is satisfied. If ¢ = e, then condition (S1) of Theorem 2.3 implies the
condition (S3) of this theorem, so condition (S3) of Theorem 2.3 is satisfied.
To sum up, all the hypotheses of Theorem 2.3 are satisfied. The proof is complete.

Lemma 3.3 y(t) is the solution of the boundary value problem (23)-(24) with y(t) > x(t) for all t € [0, 1] if and
only if u(t) = y(t) — x(t) is the positive solution of the boundary value problem (1)-(2).
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Proof: Let y(t) is the solution of the boundary value problem (23)-(24). Then

1
yt) = f G(t, s)%qu(s,y*(S))ds
1
= fG(t,s)ilq(f(s,y*(s))+M)ds
01
= fG(t s)—I"f (y— x)(s))ds+Mf G(t,s) )Iq(l)ds
Noticing that,

1
w(t) = j(; G(t,s)%lq(l)ds and x(t) = Mw(t), we have for t € [0,1],

1

v = [ Gl (=000 + Mot
or

1

v =x0) = [ Gt (=00,

and hence
1
1
= —

u(t) LG(t,s)q(s)I f(s,u(s))ds.

This completes the proof.

Example 3.3. Consider the following fractional boundary value problem

D (¢7'D2u(h) + f(t,u(h) =0, te(0,1), (31)
1 1,011
R A )
gu(l) + Zu'(l) = —gu(i),

D'u(0) =

(i) Consider the fractional boundary value problem (31)-(32) with the function f(t,u(t)) = 100 (2_’_ 1)(u(t)
1)(u(t) — 2). It is easy to check that the assumptions (H1) — (H3) hold and calculate d = 0.6, N = 1.26,P = ¢ — 1.

P 1
Choosing M = 1 we get My = 1.02 and so M, r(N+ D = 2.79. Set R1 =3 and [t1, 1] = [6’ g]. Thus we can verify
that conditions (A1) — (Ay) are satisfied. Then applying Theorem 3.1 and choosing Ry = 10, the problem (31) — (32)

has a positive solution y € P with 3 <|| y |I< 10.

t
(i) Consider the fractional boundary value problem (31)-(32) with the function f(t, u(t)) = % sin(u(t)). It is

easy to check that the assumptions (H1) — (Hz) hold. We can choose M = 1 and easily calculated = 0.6, N = 1.26,P =

e—1,u = -0.77 and also T(Nfl) =274 Let 0 =4, weget Pg =0.83. Seta=5, b=10, d=20, c=22
Thus we can verify that conditions (B1) — (B3) are satzsﬁed. Then applying Theorem 3.2 the problem (31)-(32) has at

least three positive solutions y1, Y2, y3 such that || y1 ||< 5, a(y2) > 10, || y3 1> 5 and a(y3) < 10.
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