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Abstract: This article deals with the approximation properties of a generalization of an integral type operator in the
sense of Favard-Szasz type operators including Sheffer polynomials with graphics plotted using Maple.We investigate
the order of convergence, in terms of the first and the second order modulus of continuity, Peetre’s K-functional and
give theorems on convergence in weighted spaces of functions by means of weighted Korovkin type theorem. At the
end of the work, we give some numerical examples.

1. Introduction

Approximation theory plays an essential role in mathematics literature, providing the convergence for
whole space of functions by using a finite number of functions. This theory is also closely related to the
other branches of mathematics. The existence of such a relationship can be explained by the fact that there
are many important problems of the approximation theory and that these problems have been solved in the
development process of other mathematical topics. A considerable amount of research about well-known
Korovkin type approximation theory has been done by numerous mathematicians since 1953. S. M. Mazhar
and V. Totik [1] modified the Szdsz operator [2] and have given another class of positive linear operators
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for functions f € L [0, o0) . Similarly, we will revise an operator introduced by A. Jakimovski and D. Leviatan
[3]. Now we need to remind these operators which are obtained with the help of Appell polynomials. It is
known that Appell polynomials can be defined as follows
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where g (z) = ),y a,z" is an analytic function in the disk |z| < R, (R > 1) and g (z) # 0. By using the generatig
function (2)

e o k
P,(f;x) = —= nx - 3
69:= 1 Lo 1) ®)
is defined by A. Jakimovski and D. Leviatan. Then A. Ciupa [4] modified the operator P, as below
A+k+1 p
* _ —nt A+k
P (f;x):= (1)Zpk( x) A+k+1) HEF () di 4)

where A > 0 and I' is gamma function. For the special case g (z) = 1 and A = 0, the operators defined by (4)
turn into operators S;,. Let p; be Sheffer polynomials defined by

AWM =Y pe@) 1, <R (5)

k=0

where

A(z)zz 2", 4y £ 0
n=0

H@z) = Z haz", b1 # 0 (6)
n=1

and the following properties are used:

(i) px(x) =0, for x € [0, ),

(i) A1) #£0and H (1) =1 @)

By taking into account the condition (7), Ismail [5] investigated some approximation properties of the
positive linear operators:

—n*cH(l)

T, (f;x):= A0 Zpk( x)f( ) forn € N. 8)

whenever function f is an exponential type. S.Sucu and I.Biiyiikyazici [6] modified the operators which
are given in (8) and gave some approximation properties of the operators.
Now we will revise the operators T}, as follows

By YH(1)

L(fix) = eA(l Z’“k( )(b2

1 S
xmfe AR F (1) dt 9)

0

)/\+k+1
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where the parameter A > 0, I' is gamma function with b, a positive increasing sequence such that

lim b, = o0, lim b _ 0 (10)

n—oo n—oo N

and py are Sheffer polynomials defined by (5). For an other generalization of operators (8) one can refer to
[7].

In Section 2, we present the some approximation properties of the operators (9) with the help of classical
Korovkin type theorem. Moreover, the order of convergence is obtained by means of the first and the second
order of modulus of continuity and Peetre’s K-functional. In addition to this, we examine convergence of
these operators in a weighted space of functions on a positive semi-axis.

2. Approximation properties of L, (f;x)

In this section, we will give some important results for the operator L;,. We denote by E [0, o) the set
of all functions f on [0, o) with the property ( f (x)| < pe** for all x > 0 and some positive finite «, f and
denote by Cg [0, c0) the set of all continuous functions f € E[0, o). Also, for a fixed r € IN, we denote by

= { feCel0,00): f, f', f, ... fO € Cel0, oo)}. For L}, we can easily get the following auxiliary result.
For the proofs of the next theorems the following simple results are needed:

1

Lemma 2.1. Let e; (x) = x', i € {0,1,2}. For the operator L;, defined by (9) and for all x € [0,00) and A > 0, the
following statements are hold.

Ly (eg;x) = 1, (11)

b (A (1)

A

Ly (e1;x) + A+ 1) (12)

A (1)
A (D)

L (e;x) = x2+b—"((2A+4)+2 +H"(1))x

B2 ’ ’ ’
2 ((A F1)(A+2)+ (21 +3) ‘: ((11)) 4 (11)4? 1’;‘ @ (13)
It follows from Lemma 2.1 that,
L (e = 1)) = (i R 1) (14)
) , ,
L (e -xP ) = 2 ((/\ F1)(A+2)+ (A +3) i ((11)) A (11);; 1‘;‘ L)
+%” (2+H (1))x (15)

Theorem 2.2. For f € Cg[0, ), L;(f) — f uniformly on [0,a] as n — oo.
Proof. According to (11)-(13), we have

,}i_IEOL; (ei;x)=ei(x), 1€{0,1,2}
Applying the Korovkin theorem [9], we easily obtain the desired result. [J

Example 2.3. For A(t) = 1, H(t) = tand A = 0, 1, 1, the convergence of the operators L}, (f; x) to f(x) = xe~2%(dash)

/2/

are displayed in Figs. 1, 2, and 3 respectively, where n = 10, 50, 100, 300, 500 and b,, = V.
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Figure 1: The convergence of L;, (f;x) to f(x) = xe~ %x(dash). (A =0, L}, (f;x)(red), L5, (f; x)(green), L], (f; x)(magenta), L}, (f; x)(cyan),
Lo (3 0)(yellow)).

Figure 2: The convergence of L; (f;x) to flx) = xe_%x(dash)- (A = 1/2, L j(f;x)(red), Lg\(f;x)(green), Lj,,(f;x)(magenta),
Lygo(fi x)(cyan), Ly (f; x)(yellow))
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Figure 3: The convergence of L}, (f;x) to f(x) = xe~ %x(dash). (A =1, L}, (f; 0)(red), L5, (f; x)(green), L], (f; x)(magenta), L} (f; x)(cyan),
Lz, (f; x)(yellow)).

Example 2.4. For A(t) = 1, H(t) = tand A = 0, 3, 1 ; the convergence of the operators Ly, (f;x) to f(x) =
(1 + x) e *(circle) are displayed in Figs. 4, 5 and 6 respectively, where n = 10, 50, 100, 300, 500 and b, = +/n.

X

Figure 4: The convergence of L; (f;x) to f(x) = (1+x)e ¥(circle). (A = 0, L;O(f;x)(red), Lz ( f;x)(green), Lioo( f;x)(magenta),
Lio(fs ¥)(cyan), L, (f; x)(yellow)).
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Figure 5: The convergence of L; (f;x) to f(x) = (1 + x)e™*(circle). (A = 1/2, L}, (f;x)(red), Ly (f;x)(green), L], (f;x)(magenta),
Ly (f5%)(cyan), Lo (f; x)(yellow)).

Figure 6: The convergence of L; (f;x) to f(x) = (1 + x)e™(circle). (A = 1, L (f;x)(red), L%, (f;x)(green), L}, (f;x)(magenta),
L300 (f; x)(cyan), L5y, (f; x)(yellow)).
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o If 6 > 0, the modulus of continuity w (f, 0) of f € C|[a, b] is defined by
w(f,0)=  sup  |f@-f@).

x,y€la,b], |x—y|<s

o The second order modulus of continuity of f € Cg [0, o) is defined by

w2 (f,6) = sup [[f (- +20=2f (- +H+ f (),

0<t<d

where Cg [0, o) is the class of real valued functions on [0, o0) which are bounded and uniformly continuous
with the norm || f || s = SUPxe[0,00) ) f (x)( .
o The Peetre’s K-functional [8] of the function f € Cp [0, o) is defined by

k(o= in {f=ol, + 3]sl

geC2[0,00)

where

C310,00) = {g € Cp[0,) : g,g" € Cy [0, 00)}

and the norm

loles == llalc, +Mlole, +llo”ll,

It is known that the following relationship between the second order modulus of smoothness and Peetre’s
K-functional as below [4] :

K(£,8) < M{ws (f, V6) + min (1,8)|f]..
is valid for all 6 > 0.The constant M is independent of f and 0.

Lemma 2.5. ([10]) Let g € C?[0,0) and (P,),so be a sequence of positive linear operators with the property
P, (1;x) = 1.Then

|Pn (7;x) - g(x)| < ||g|| /P ((s - x)z;x) + % Hg” P, ((s - x)2 ;x).

Lemma 2.6. ([11]) Let f € Cla,b] and h € (0, l%”) Let f, be the second-order Steklov function attached to the
function f. Then the following inequalities are satisfied:

@) ||fi = FI| < Jw2 (£, 1),
@ |If; || < g2 (£, ).

Theorem 2.7. If f € Cg [0, o), then for any x € [0,a], we have

L, (f0) = f@)] < A1+ &) w(f, Z;—"]

where

3 . by A1) AQ)+A (1)
én_\/((2+H (1))a+n(()\+l)(/\+2)+(2/\+3)A(1)+ A ))
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Proof. We will use the relation (15) and the well-known properties of the modulus of continuity. We have
xH(1)

b A+k+1 M
L (f;0) - f@)] < ¢ ;(1) Zopk(binx) (1 +3(#) T e fe - A dt)w(f X

By using the Cauchy-Schwartz inequality for the mtegral term on the right hand side of the above
inequality, we get

Ly (i) - f@)] < {1 T O T S W T G T TR +H“(1))x}a)(f,(5)

<fra e e B (arna+2)+ @1+ A0 A0 ) g (1,0)

In the previous inequality, for 0 < x < a, choosing 6 = w/% one obtains the desired result. [

Now, let us compute the rate of convergence of the operators L, with the help of the second order
modulus of smoothness.

Theorem 2.8. For f € C[0,a], we have, the following inequality:

L (0 - £ @) < 2 A1+ 3 (a+ 24 ) w2 (1)
is provided where
hi=hy () = VL (e = 0% %)
and the second order modulus of continuity is given by wy (f, h) with the norm || f H = MaXye[q ] | f (x)| .

Proof. Let f, be the second-order Steklov function associated to the function f. By means of the identity
(11), one can write

20|+ L5 () = fiu @)] + [fi () = £ ()
2|If = fiull + Ly (s ) = fir )] (16)

Taking into account the fact that f, € C?[0,4] and if we use Lemma 2.5

IA

IA

)~ £ ) < ] VI G =220 + 5 7125 (G0 = 20%5%)

Combining the Landau inequality and Lemma 2.6, we can write

, 2 ’
Il < 21l + 5 1

< 2|Al+ oz (1) a7

Owing to the fact f, € C?[0,a], using Lemma 2.6 and (17) one can have the estimate

- h0] < (2l 5 e () VE G -0
+§%L; ((el - x)z;x) wy (f, h)

Choosing h = 4/L;, ((e1 — x)%; x) in above inequality

x) = fi ()] < = 1|f||h2 —wz (f,h) + h2w2 (f,h)

Substituting the last inequality in (16), Lemma 2.6 hence gives the proof of the theorem. O
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If the function f is a smooth function then the following theorem gives the estimation of approximation
to function f.

Theorem 2.9. Let f € C3[0,c0). Then
L5 () = £ 0] < 00 )1 (18)
where

P00 = 9 () = 3L (e~ 27 5%)

Proof. Applying Taylor expansion of f
f @
2

(c-x)

fE=f@+f ®C-x+

where 1 € (x, ¢) . By virtue of linearity property of operators L;, , one can write

L ()~ £ = £ () £ -3+ 0L, (e - P 3).

From this truth and using Lemma 2.1, we have

b(2+H'(1)x

) A\, 1 2
Ly(f;x)-f()] < (/\+1+m)||f e, +3 +b_[ +(/\+1)(A:§))+: (i)\+3) ﬁ{f; 17l
+ o
b(2+H'(1))x
< % 2| rasna+2+ @1+ A Ifllc
n? 4 1)+ﬁ (1)

By making a simple calculation in above inequality, we derive (18). [

The following theorem is about the quantitative estimate via Peetre’s K-functional.

Theorem 2.10. Lef f € Cp [0, 00) .Then we have
L5, (i) = £ ()] < 2M {@z (£, Vo) +min (1,6) ||, }

where 6 := 6, (x) = 3@, (x) and M > 0 is a constant independent of the function f and 6. Note that ¢, (x) is defined
as in Theorem 2.9.

Proof. Let g € C%[0, o). From the previous theorem and property of the K-functional we can write

Ly (f;x) = f@)] <Ly (f = g:0)| + |Li (:0) — g )] + g () = £ ()]

<2[[f =gl + 3 {Li (¢ =032 ol
=2~ ale, + 5113 (e =79 Il
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=2{|l7 - gll, +llllc,} (19)

Since the left hand side of inequality (19) does not depend on the function g € C5 [0, ), it provides that

L, (f;x) - f ()| < 2K(f,6) (20)

By the connection between Peetre’s K-functional and second modulus of smoothness

L (£3%) = £ )] < 2M s (f, V&) +min (1, 8)||f]| .}

is obtained. O

3. Approximation properties in weighted spaces

This section is devoted to the approximation properties of L;, in the weighted spaces of continuous
with exponential growth on R} = [0, ) and the study is motivated by weighted Korovkin type theorem
introduced by Gadjiev in [12], [13]. Firstly, the concepts of weighted spaces are introduced. Let the weighted
function p(x) = 1 + x* and My a positive constant. We denote the set of functions that satisfy inequality

|f @)| < Myp (x) by B,(R?) to obtain:

By(Ry) = {f € E(RY) : |[f()] < Mpp(x)}.

Then the followings are defined:

Co(RY) = {f € By(IR}) : f is continuous },
CA(RY) = {f € Cp(RY) : lim & =Kr<oo, a Constant}
P P Sy~ T

It is clear that B,(IRj) > Cp(R7) D C’;(IRS ). The associated norm of the space B,(IR}) is as follows

I, -sup L

xeRy p (X)

Below results make use of us.

Lemma 3.1. ([12], [13]) The sequence of positive linear operators (Ly),»1 which act from C,(IR) to B,(Ry) if and
only if there exists a positive constant k such that

Ly, (p;x) <kp(x), ie.
||Ln (p; x)”p <k

Theorem 3.2. ([12], [13]) Let (Ly),»; be the sequence of positive linear operators which act from C,(IRJ) to B,(IR})
satisfying the conditions

lim

n—o0

Lu(tx) - x| =0,i€10,1,2},
()=, =0 ic 1.2
then for any function f € C}(IRY)

lim ||Lnf—f||p =0

n—o0
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Lemma 3.3. Let p (x) = 1+ x? be a weight function. If f € C,(IRY), then

L (p;x)”p <1+M

Proof. With the help of (11) and (13), one has

A (1)
A(D)

Ly (p;x) = 1+x2+%”((2)\+4)+2 +H"(1))x

A (1) A (1)+A”(1))

2
b—’;(()\+1)()\+2)+(2/\+3)

AD T T A
here
L; (p; )|
L' (p:x _ En A1
|| n(p )”p x;']lRI; p(x)
. 1+x2+lﬂ((z)\+4)+2%+H"(l))x
= sup ’ "
oo | 1+x2 by ((/\ +1)(A+2)+(2A+3) /;((11) —(1,);(3 (1))
o b AQ) gy
L), = 1+~ ((ZA 2Ty tH (1))
bﬁ A AQ+AQ)
lim 2 =0,
n—oo 11

Since there exists a positive M such that

L, (p;x)”p <1+M

thus the proof is completed. [

Using Lemma 3.1, it can be seen that the operators L;, defined by (9) act from C,(IR7) to B,(IR}).

Theorem 3.4. Let the operators L;, defined by (9) and p (x) = 1 + x*.Then for every f € C’F‘,(]Rg)

lim ||L (f;x)— f(x) “ =

n—oo

Proof. We verify that the conditions of the weighted Korovkin type theorem given by Theorem 3.2 are valid.
From (11)

lim [L;, (e0; ) =0 ()], = 0 (21)
By using (12)
I (e1;0) e @), = (1?4((11)) + A+ 1) (22)

this implies that

lim [|L;, (e1;2) = e1 ]|, = 0. (23)
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By means of (13) we have

-%M+Dm+mﬂu+®1$ L) L

L ; — =
e e (X)”p 21“5 0 ((2/\ +4)+250 A(l) +H (1)) T+
v .
< (M+1MA+m+QA mAé? AW?;S(D)
by A A (1)
e ((2)\ +4) + A0 +H (1))

and using the conditions (10), it follows that
lim [IL;, (e2;%) = e2 (@), = .

From (21), (23) and (25), for i € {0,1,2} we have
31_130 ”L; (e;;x) —e; (x)”p =0.

Finally, if we apply Theorem 3.2, the desired result is obtained. [

1932

(24)

(25)

Next, we find the approximation and rate of approximation of the functions f € C’;(]Rg) by using the
operators L;, on R} = [0, o) . We use the following new type of weighted modulus of continuity introduced
by Gadjiev and Aral in [14], since the usual first modulus of continuity does not tend to zero as 6 — 0 on

R,

f () - f )
Q) (£,0) = Qf, O); =
o (£,0) = Q(f, 0)g, ks [l -p@[+1]p@
lp(H—p0)]<d

where p is such that:
(i) p is a continuously differentiable function on IRj and p (0) = 1,

(ii) infyz0 p' (x) > 1.
The weighted modulus of continuity Q, (f, 6) has the following properties.
Lemma 3.5. ([14]) Forany f € C’;(IRS) then
lim ), (£,6) =0,

and for each x,t € Ry the inequality

Qp (£,0)

[F ()= @) <20 () (1+6?) (1 n (p(t)é—))]

holds, where 6 is any fixed positive number.

(26)

The estimates of the approximation of functions by positive linear operators by means of the new type

of modulus of continuity are given in the following theorem [14]:

Theorem 3.6. ([14]) Let p (x) < ¢ (x), k = 1,2,3 and the sequences of the positive linear operators (L), satisfying

the conditions

Ly (1) = LIy, = an,

(27)



S. Karateke, et al. / Filomat 33:7 (2019), 1921-1935 1933
”Ln (P: x) - P”lpz = ﬁn/ (28)
Ly (p%x) - p2||¢3 = Y, (29)

where a,, B, and 'y, tend to zero as n — oo and Y (x) = max {1 (x), Y2 (x), 3 (x)}. Then forall f € C’,g(le ), the
inequality

ILw (£330 = £ @], < 160 (f, N + 280+ ) + e [ ],

holds for sufficiently large n.

Now, we define the positive linear operators P!, by

. ) p (x e b - xH(1) A+k+1 1
Py (fix) YO Zp"( ) TA+k+1)
ek S )
X j(; t p (t)d (30)

1}"1he0rem 3.7. Let P!, be the sequence of the positive linear operators defined by (30) and ¢ (x) = 1+x2.If f € C’,‘) (Ry),
then

P50 0, <1600 (5 N7 T) e ] .

Proof. By simple calculations we get

e hny A1) f n A+k+1 1
Ph(1;x)-1=p? (x)[ CAM Pk( )(b ) TO+krT) )
et A+k _1 1
Xf ehntJert—m

(]

- E-xH() A+k+1
TV Zpk x) (3 ET
P (-0 = pieo| 0 G EIE) (33)
xfo et Ak L gt —

p® W
PP (pZ;x) - p2 (x)=0 (34)
From (23) and (25) we have

L xH(1)

) e At+k+1 FAtk 1 1
i —2m Zp"( )(bn) 1“()\+k+1)f it p2(t)dt_p2(x)¢

. —axH(1) 2 n n A+k+1 1 Fsk 1 1
A4 ;Pk(gx)(a) r()\+k+1)f0 et pea),

Using (24) and (32) we obtain

4

o~ BxH() A+k+1 a1 1
Py =1 ., = TAQ) Z”"( )(b) I‘()\+k+1)f ettt kpz(t)dt_m .
by 2A'(1) "
< ;((2A+4)+ A0 +H (1))
b? A1) AQ+A()
+—((/\+1)()\+2)+(2)\+3)A(1) e )

= an
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By means of (22) and (32), one gets

e~ i *HD) A+k+1 2tk 1 1
TAQ) ZP"( )( ) /\+k+1)f T o® .

A1)
< ( (1)+A+1)
= P

Finally from (34), it is clear that y, = 0. Thus the (27)-(29) assumptions of Theorem 3.6 are satisfied for the
operators (30). From Theorem 3.6, we have

1P% (ps) = o] -,

P2 CFi) = £ @ll v <162 (£, Votu +280 ) +

for each f € C J(Ry)- This fulfills the proof. O

4. Numerical Examples for Approximation

Example 4.1. The sequence {xk}:;1 that is Sheffer sequence for A(t) = 1, H(t) = t has the generating function as
follows

Let us pick py (x) = ’]i—f Since for x € [0, 00), pi (x) = 0 and A(1) # 0, H(t) = t are verified. Taking these polynomials
in (9), we get operators as follows

o0 1

Li(fix) =e 87} & (H)Awmfe B f (0 dt

k=0

The error bounds for the functions f(x) = xe~3%, f(x) = (1 + x) e~ under the choice A(t) =1, H(t) = tand A = 0, 3
1 are calculated in the following Table 1 and Table 2, respectzvely

Error estimate by L;, operators including {xk }:1 sequence

n A=0 A=1/2 A=1

10 | 0.517778349 | 1.562474678 1.617483267
10° | 0.563323810 | 0.565147928 0.567481145
10° | 0.188671471 | 0.188733186 0.188812492
107 | 0.060800846 | 0.060802837 0.060805396
107 | 0.019343514 | 0.019343577 0.019343658
10" | 0.006128707 | 0.006128709 0.006128711
105 | 0.001939245 | 0.001939245 0.001939245
10 | 0.000613361 | 0.000613361 0.000613361
107 | 0.000193973 | 0.000193973 0.000193973
10 | 0.000061341 | 0.000061341 0.000061341
102" | 0.000019397 | 0.000019397 0.000019397

Table 1: The error bound of function f(x) = xe™2* by using modulus of continuity.
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Error estimate by L;, operators including {xk }:11 sequence

n A=0 A=1/2 A=1

10 | 0.730041031 | 0.751539660 0.777998417
10° | 0.226207339 | 0.226939829 0.227876751
10° | 0.071378205 | 0.071401553 0.071431556
107 | 0.022566848 | 0.022567587 0.022568537
107 | 0.007136108 | 0.007136131 0.007136162
10™ | 0.002256631 | 0.002256631 0.002256632
10% | 0.000713610 | 0.000713610 0.000713610
10™ | 0.000225662 | 0.000225662 0.000225662
107 | 0.000071360 | 0.000071360 0.000017360
10 | 0.000022566 | 0.000022566 0.000022566
101 | 0.713+107° | 0.713%107° 0.713107°

1935

Table 2: The error bound of function f(x) = (1 + x) e™* by using modulus of continuity.

Conclusion 4.2. A generalization of integral Favard-Szisz type operators by the help of Sheffer polynomials is
introduced and some approximation results are obtained. Important convergence theorems in weighted spaces of
functions are given. Approximations to some convenient functions are examined by visualizing with the help of
graphics. Some numerical examples are also established and the error bounds of given functions are calculated by
means of modulus of smoothness.
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