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Abstract. The aim of the present paper is to suggest a neutrosophic set model for information retrieval
and to develop methods and algorithms for information retrieval based on the neutrosophic set model. A
neutrosophic set has the possibility of being a common structure for the vagueness analysis of data sets
also including big data sets. Here we defined useful techniques like distance and similarity between two
neutrosophic sets that have been applied to document classification in information retrieval. We define
an innovative algorithm for classifying documents based on Euclidian distance between two neutrosophic
sets. About 2500 documents in seven different categories are used for evaluation this new algorithm. Our
experiments show that Neutrosophic Classification Algorithm achieved 95% performance.

1. Introduction

In recent years, there has been tremendous growth in the volume of electronic text documents available
on the Internet. In these vast volumes of unstructured texts lie nuggets of useful information and knowledge
if only we can mine them successfully. Hence there is a growing need for automated techniques to efficiently
organize, classify, label, and extracts relevant information.

Automatic text classification is significant for organizing vast amounts of data. Many document re-
trieval systems have been developed along with advances in areas such as keyword retrieval, similar file
retrieval, and automatic document classification. Document classification independent of existing classified
information is certainly important. But, humans can find one document, classify in the field health or in
the field beauty. The problem is that what the most suitable field for the document is. In the other words,
what is the degree of truth that the document belongs to the field.

In the present paper, we consider some aspects of neutrosophic information retrieval, that is, efficient
frame for neutrosophic retrieval and representation of the neutrosophic retrieval process. Moreover, classify
documents using the neutrosophic set idea of defining a degree of truth, indeterminacy and falsity for a
document to a field. These two aspects have not been studied before by other researchers.

This paper is prepared as follows, In Section 2 we give some basic concepts of information retrieval
system. Section 3 discusses the basics of neutrosophic sets. Section 4 is a wide previous work in neutrosophic
set application and information retrieval application specially for document categorization. In Section 5
discusses the basics of information retrieval using neutrosophic sets. Section 6 is devoted to introduce
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our approach to document classification using distance between neutrosophic sets. Also, an application
example is introduced to classify documents in information retrieval systems. Our experiment and its
results in section 7. The paper conclusion is given in Section 8.

2. Information Retrieval System

The main aim of an Information Retrieval (IR) structure is to retrieve documents most relevant to the
user’s query, and the best IR system ranks best the more relevant documents than less relevant ones. The
documents are ranked based on terminology in the query and terms in the retrieved documents. In many
cases, queries do not contain enough terms to disambiguate the user’s knowledge need, so the IR system
may return irrelevant documents.

The design and operations of large-scale information system have become of concern to an ever-
increasing segment of the scientific and professional world. Furthermore, as the amount and the difficulty of
the accessible information have continued to grow, the use of automated or partly mechanized procedures
for various information storage and retrieval tasks has also be converted into more widespread. Also, there
has been a great growth of online textual information related to digital libraries. So, there is a immense
need to search and arrange vast amounts of information in documents.

As a result, a number of large information systems are now in operation in which at least the search
operations that is, the comparison of incoming search request with stored information is carried automati-
cally. While these operational information systems are thus able to rapidly to search vast storage files, often
containing many hundreds of items, most of other operations other even the search itself are performed
manually with the help of human experts.

In particular, all the content analysis and indexing operations of index terms to the stored documents
and to the incoming search requests are normally performed by specialists who know the given topic area,
as well as the performance characteristics of the retrieval environment within which they operate.

Many of the information systems which based their operations on manual indexing, but largely au-
tomatic search methods are quite successful in isolating, from the large mass of largely irrelevant stored
material, many of the items which prove pertinent to the users’ information need. Many different criteria
may suggest themselves for measuring the performance of an information system. In the appraisal work
approved with the collection system, the success of an information retrieval system is assumed to depend
on its ability to suit the users’ information needs by retrieving required material, while rejecting not needed
items. Two scales have been generally used for this purpose, known as recall and precision, and instead of
respectively the proportion of appropriate material really retrieved, and the percentage of retrieved material
actually relevant. Ideally, all relevant items should be retrieved, even as at the same time, all non-relevant
items should be rejected, as reflected by perfect recall and precision value to equal 1. It should be noted that
both recall and precision measures achieved by a given system are adjustable, in the sense that recreation
of the search conditions often lead to high recall, while a tightening of the search conditions leads to high
precision. Furthermore, many document retrieval systems developed in areas: Keyword retrieval, similar
file retrieval, automatic document classification and document summarization.

3. Neutrosophic Sets

In recent times a new theory has been introduced which is identified as neutrosophic logic and sets.
The expression neutro-sophy means knowledge of neutral thought and this neutral represents the main
difference between fuzzy and intuitionistic fuzzy logic and set. The first presenter for neutrosophic logic
is Florentin Smarandache [27]. It is a judgment in which each proposition is estimated to have a scale of
truth (T), a scale of indeterminacy (I) and a scale of falsity (F). A set where every constituent of the universe
has a three degree, that is truth, indeterminacy and falsity respectively, and which lies between [0, 1] *, the
non-standard unit interval, this is label a Neutrosophic set [20].

The single valued neutrosophic set is a generalization of classical set, fuzzy set, intuitionistic fuzzy set
and paraconsistant sets and its defined as follows:
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Definition 3.1. Let D be a universal set, a single valued neutrosophic set is an object N = {〈d, TN (d) , IN (d) ,FN(d)〉 :
d ∈ D,that characterized by three membership functions.TN (d) : D → [0, 1] is a truth membership function,
IN (d) : D → [0, 1] is an indeterminacy membership function and FN (d) : D → [0, 1] is a falsity membership
function. The sum TN (d) + IN (d) + FN(d) of any element d ∈ D deceits in the closed interval [0, 3].

4. Previous Works

Neutrosophy is the foundation of neutrosophic logic, neutrosophic probability, neutrosophic set, and
statistics used in the computer science field and engineering applications. The following is a summarized
for some application on neutrosophic. In [15] Faruk Karaaslan introduced the notion of the possibility
neutrosophic soft set (NSS) and defined a number of related notions such as a possibility NSS separation,
possibility NSS null set, and possibility NSS universal set. Then, based on qualifier on n-norm and n-conorm,
he definite set theoretical operations on possibility neutrosophic soft sets such as union, intersection and
complement, and suggested some property of these operations.

Deepika Koundal and others in [16] introduced an accurate approach using spatial neutrosophic clus-
tering that helped to reduce the number of false positives, improved the accurate detection and resourceful
diagnosis of thyroid nodules. This paper illustrated an automated delineation method that included spatial
information with neutrosophic clustering and level-sets for exact and effective segmentation of thyroid
nodules in ultrasound images. Xianying Qi and others in [22] proposed a pixel-wise adaptive neutrosophic
purify depend on NI feature to remove high-level salt-and-pepper noise. They investigated an algorithm
using NS to measure the match of pixels of images.

A.Q. Ansari and others in [3] introduced a neutrosophic classifier (NC), which would utilize neutrosophic
logic for its working. The projected NC employs neutrosophic logic for its effective and is an extension
of the commonly used fuzzy classifier. B. Kavitha, Dr. S. Karthikeyan and P. Sheeba Maybell in [17] has
introduced a budding approach for an invasion detection system using (NC). It is capable of usage fuzzy,
vague, partial and inconsistent information in one framework. They exhibit the efficiency of handling
vagueness in intrusion recognition precisely using (NC) based intrusion detection system.
The single valued neutrosophic set was introduced for the first time by Smarandache, in 1998 in his book
[ ]. Jun Ye in [31] also defined the single valued neutrosophic set (SVNS), which offer a supplementary
option to represent vague, imprecise, incomplete, and inconsistent information. It is more appropriate to
apply indefinite information and inconsistent information measures. He also proposed the cross entropy
of SVNSs that he calls it the single valued neutrosophic cross entropy, which is an extension of the cross
entropy of fuzzy sets. He then established a multi-criteria decision-making scheme depends on the proposed
single valued neutrosophic cross entropy. Him with others in [11, 32, 33] suggest improved cosine similarity
measures of SNSs based on cosine function, including single valued neutrosophic cosine similarity measures
and interval neutrosophic cosine similarity measures. Then he introduced weighted cosine similarity
measures of SNSs by attractive into account the significance of each element. Furthermore, he improved a
medical diagnosis method using the cosine similarity measures to solve medical diagnostic problems with
simplified neutrosophic information. Finally, he concluded that the improved cosine measures of SNSs
based on cosine function can overcome some drawbacks of existing cosine similarity measures of SNSs
in vector space, and their diagnosis technique is very appropriate for management the medical diagnostic
troubles with simplified neutrosophic information and demonstrates the efficiency and sagacity of medical
diagnoses.

Yanhui Guo, Abdulkadir Sengur in [12] introduced an innovative cluster algorithm and neutrosophic c-
means (NCM) meant for doubtful data clustering. They have been introduced two new sample of negative
response: the vagueness rejection which concerns the patterns lying near the cluster boundaries, and the
distance negative response dealing with patterns that are far away from all the cluster. These procedures
are capable to handle uncertainty due to the incomplete definition of the clusters. Finally, the method they
proposed was applied into the image separation algorithm. Their experimental outcome demonstrates that
the proposed algorithm be able to consider as a hopeful tool for data clustering and image processing.

Umberto Rivieccio in [23] reviewed Smarandache book [28] on NS and presented a serious introduction
to NS, focus on the problem of defining appropriate neutrosophic propositional connectives and talk about



O.G El Barbary / Filomat 34:1 (2020), 89–97 92

the relationship among neutrosophic logics and other familiar frameworks for reasoning with vagueness
and uncertainty. Jun Ye and Jing Fu in [33] have proposed a similarity measure connecting single valued
neutrosophic sets based on tangent function and a multi-period medical diagnostic method based on the
similarity evaluation and the biased aggregation of multi-period information. Adrian Rubio Solis and
George Panoutsos in [24] have presented a new structure for creating Granular Computing, Neural-Fuzzy
modelling structures through the use of Neutrosophic Logic to speak to the issue of ambiguity during the
data granulation process. They are offered and discuss the theoretical and computational aspects of this
approach, as well as a case of study using real industrial data. Yanhui Guo and H. D. Cheng in [13] has
proposed method that employs to perform image segmentation using a γ-means clustering. They have
conducted experiments on a variety of images. The experimental outcome demonstrates that the planned
approach can segment the images mechanically and effectively. Moreover, there are multiple application
for neutrosophic set found in [ 2, 4, 10,19, 25, 30].

There are many suggested methods modified information retrieval using different tools, one of this is
a vector space model with FA words. El-Monsef, M E Abd and others in [1] investigated three different
methods of vector space models using FA words. They are developed K- nearest neighbor classification
algorithm, Rocchio document classification algorithm and centroid based algorithm. Paper [14] presents
an original content-based image retrieval method stand on the Gaussian mixture probability form. The
proposed technique provides the explanation toward similar arbitrary images based on color, shape and
texture. The glyph structure of the image, which inclines on the form and texture attribute, is modeled and
used for content matching.

Paper [7] developed a classifier method for documents using k-means clustering and field association
words. In addition, in [8] she developed another method that makes use of FA words to classify the Arabic
news. Another development can be found in [9].

5. Information Retrieval based on Neutrosophic Sets

This section clearly discusses the basics of information retrieval using neutrosophic sets.

Definition 5.1. Let D be a finite set of documents for retrieval, D = {d1, d2, . . . , dn} .W is a set of keywords,
W =

{
w1,w1, . . . , w j

}
, w j ∈ di A Neutrosophic set N in D is described by a truth-membership function tN, an

indeterminacy-membership function iN and a falsity-membership function fN, where tN, iN, fN : D → [0, 1] are
functions and
∀d ∈ D, d = d

(
tNd (w) , iNd (w) , fNd (w)

)
∈ N , is a single valued neutrosophic factor of N.

A single valued neutrosophic set N over a finite universe D = {d1, d2, . . . , dn}

is represented as follows:

N =
(
d1, < tNd1 (wi) , iNd1 (wi) , fNd1 (wi) >

)
+

(
d2, < tNd2 (wi) , iNd2 (wi) , fNd2 (wi) >

)
+. . . +

(
dn, < tNdn (wi) , iNdn (wi) , fNdn (wi) >

)
where,tNdi

(
w j

)
=

S−rdi (w j)
S , iNdi

(
w j

)
=

rdi (w j)
M , fNdi

(
w j

)
=

rdi (w j)
S ,

S =
∑n

j=1 rdi

(
w j

)
, M =

∑m
k=1 rdk

(
w j

)
.

Where r is the number of appearance the word w j in the document di , S is the number of appearance the word w j in
the set D and M is the number of appearance the word w j in the subset N.

Example 5.1. Assume that D ={d1,d2,d3,d4,d5,d6,d7 } is a set of documents taken from our list of [5, 18, 21, 23,
28, 26, 34 ] and the set of keywords are W ={ Neutrosophic, Fuzzy, Intuitionistic, Indeterminacy, Membership}, N
is a subset of documents from N={d1,d3,d5,d7 } . They selected according to the occurrence of the set of keywords
W, where tNdi

(
w j

)
, iNdi

(
w j

)
and fNdi

(
w j

)
a degree of ‘strong occurrence of keywords’, a degree of ‘indeterminacy

of key words’ and a degree of ‘poor occurrence of keywords ’ respectively. The number of occurrence keywords in the
documents given in Table 1. A is a single valued for neutrosophic set N given in Table 2.
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D Neutrosophic Fuzzy Intuitionistic Indeterminacy Membership

d1 40 16 5 5 7
d2 29 7 3 21 67
d3 32 58 25 7 17
d4 42 31 18 11 23
d5 64 48 13 18 0
d6 23 57 29 7 17
d7 117 13 0 39 5
S 253 135 43 69 29
M 347 230 93 108 136

Table 1: The number of occurrences of keywords in documents

D Neutrosophic Fuzzy Intuitionistic Indeterminacy Membership
TN IN FN TN IN FN TN IN FN TN IN FN TN IN FN

d1 0.84 0.12 0.16 0.88 0.07 0.12 0.88 0.05 0.12 0.93 0.05 0.07 0.76 0.05 0.24
d3 0.87 0.09 0.13 0.57 0.25 0.43 0.42 0.27 0.58 0.90 0.06 0.10 0.41 0.13 0.59
d5 0.75 0.18 0.25 0.64 0.21 0.36 0.70 0.14 0.30 0.74 0.17 0.26 1.00 0.00 0.00
d7 0.54 0.34 0.46 0.90 0.06 0.10 1.00 0.00 0.00 0.43 0.36 0.57 0.83 0.04 0.17

Table 2: A single valued for a neutrosophic set of keywords

6. Document Classification using Distance Between Neutrosophic Sets

Single valued neutrosophic sets [17, 20] are particular instance of neutrosophic sets which motivated
from a realistic point of view that can be used in real technical and engineering applications. According to
[20] ”Again, distance and similarity are key concepts in an amount of field such as linguistics, psychology,
computational intelligence etc”. So we can use the distance between two neutrosophic sets to document
classification.

6.1. Euclidean distance between two neutrosophic sets

In Section 3 we define the documents as a neutrosophic set. This section introduces the notion of distance
between two documents as a single valued neutrosophic.

Let the sets d1 and d2 defined over the finite universe D = {d1,d2, . . .,dn}, and Let d1 and d2 are two single
valued neutrosophic sets in D = {d1,d2, . . .,dn}.Then the distance between d1 and d2 as follows:

dn(di, d j) =

m∑
k=1


n∑

i, j = 1
i? j

{∣∣∣tdi (wk) − td j (wk)
∣∣∣ +

∣∣∣idi (wk) − id j (wk)
∣∣∣ +

∣∣∣ fdi (wk) − fd j (wk)
∣∣∣}


The Euclidian distance between diand dj is defined as follows:

e
(
di, d j

)
=

√√√√√√√√√√√ m∑
k=1

n∑
i, j = 1

i? j

{
(tdi (wk) − td j (wk))2 + (Idi (wk) − Id j (wk))2 + ( fdi (wk) − fd j (wk))2

}
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The normalized Euclidian distance between d1and d2 is defined as follows:

qN

(
di, d j

)
=

√√√√√√√√√√√ 1
3n

m∑
k=1

n∑
i, j = 1

i? j

{
(tdi (wk) − td j (wk))2 + (Idi (wk) − Id j (wk))2 + ( fdi (wk) − fd j (wk))2

}

Example 6.1 From the data of Example 4.1 and Tables 1& 2, the normalized Euclidian distance between
d1and d3 is given as follows:

qN (d1, d3) =

√√√√√√√√√√√ 1
3n

m∑
k=1

n∑
i, j = 1

i? j

{
(tdi (wk) − td j (wk))2 + (Idi (wk) − Id j (wk))2 + ( fdi (wk) − fd j (wk))2

}

=

√√
1

3n

m∑
k=1

{(
td1 (wk) − td3 (wk)

)2 +
(
Id1 (wk) − Id3 (wk)

)2 +
(

fd1 (wk) − fd3 (wk)
)2
}

=

√√
1

3n

m∑
k=1

{(
td1 (w1) − td3 (wk)

)2 +
(
Id1 (wk) − Id3 (wk)

)2 +
(

fd1 (wk) − fd3 (wk)
)2
}

=

√√√√√√√√√√√√√√√√√√√√√√√√√√√√√
1

3n



[
(0.84 − 0.87)2 + (0.12 − 0.09)2 + (0.16 − 0.13)2

]
+[

(0.88 − 0.57)2 + (0.07 − 0.25)2 + (0.12 − 0.43)2
]
+[

(0.88 − 0.42)2 + (0.05 − 0.27)2 + (0.12 − 0.58)2
]
+[

(0.93 − 0.90)2 + (0.05 − 0.06)2 + (0.07 − 0.10)2
]
+[

(0.76 − 0.41)2 + (0.05 − 0.13)2 + (0.24 − 0.59)2
]


=

√
1
6

(0.0027 + 0.2178 + 0.4716 + 0.0019 + 0.2514)

= 2.45

6.2. Neutrosophic Classification Algorithm (NCA)
Classification Neutrosophic (C, D)

1. KW← Extract Keywords(D)
2. N← neutrosophic set on (D)
3. n← Count Docs(D)
4. r ← count w j ( di)
5. S ← count w j ( D)
6. M ← count w j ( N)
7. for each wi ∈ KW
8. for each d j ∈ N
9. do

10. tNdi

(
w j

)
=

S−rdi (w j)
S ,

11. iNdi

(
w j

)
=

rdi (w j)
M ,

12. fNdi

(
w j

)
=

rdi (w j)
S
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13. di ∧ d jare in the same class C iff qN(di, d j) ≥ ∞

The classification neutrosophic algorithm is amongst the simplest of all machine learning algorithms:
an entity is classified by a majority vote of its neighbors. By using the distance between two (NS) with the
object being assigned to the class most common amongst its nearest to another document.

This scheme is a generality of linear interpolation. The neighbors are in use from a set of objects for
which the correct classification (or, in the case of regression, the value of the property) is known. The
neutrosophic classification algorithm is sensitive to the local structure of the data. Nearest neighbor rules
in construct calculate the decision border in an implicit manner. It is also probable to calculate the decision
boundary itself explicitly, and to do so in a professional behavior.

7. Experimental

The objective of this evaluation is to decide whether the classification is useful to infer the better
classification accuracy and performance.

Our experiments, trained the system using different documents collected from the Internet. It is col-
lected from Wikipedia. A dataset with 2500 documents classified in seven different categories is used for
evaluation. The selected dataset contains seven categories of document: multimedia, networking, informa-
tion system, electronics, modeling and meteorology. All the seven categories are easily differentiated The
model is built based on the “neutrosophic” classifier. Table 3 summarizes the result of using neutrosophic
classifier to classify the documents. However, it surprisingly finds that the results reach to (90%).

We measure our experiment using (Recall, Precession, F-Measure)
Precision, Recall and F-measure are used to estimate relevancies of the presented methods and defined

as follows [6]:

Recall(R) =
Correct · · ·Classi f ied · · ·Documnts
Totall · · ·Corrected · · ·Classi f ied

Pr ecison(P) =
Correct · · ·Classi f ied · · ·Documnts

Totall · · ·Retrieved · · ·Classi f ied

F −measure =
2 × P × R

P + R

Name of field Precision Recall F- measure
Multimedia 0.75 0.86 0.80
Networking 0.82 0.91 0.86
Information system 0.79 0.87 0.83
Modeling 0.89 0.97 0.93
Electronics 0.74 0.82 0.77
Meteorology 0.91 0.98 0.94

Table 3: the classification accuracy achieved by the neutrosophic classification algorithms .

In conclusion, the results of F-measure records a high performance for classifying documents.

8. Conclusions and Future Works

The objectives of this work are to study new alternative methods of document classifications in infor-
mation retrieval systems depend on neutrosophic sets. The advantage of using neutrosophic sets is that
neutrosophic sets are a good mathematical tool for data classification by using distance between two neu-
trosophic set. It seems to be advantageous for mining of document retrieval as well as for other information
retrieval techniques.
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The major purpose of the future work of this paper is to suggest a modification of our method by
using field association words instead of keywords. Also, we can extend their method of maximizing the
deviation by using the refined neutrosophic set, i.e. the truth value T is refined into the types of truths such
as T1, T2, etc., Similarly indeterminacy, I is split/refined into the types of indeterminacies I1, I2, etc., and the
falsehood F is split into F1, F2, etc. Another one of the modification is to gain the advantages of rough sets
and topological spaces with our methods. An advantageous way may be the use of some generalizations
of fuzzy sets and rough sets with topology, which enable accurate work with document retrieval.
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