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Abstract. Let A and B be two group invertible matrices, we study the rank, the nonsingularity and the
group invertibility of A − B, AA]

− BB], c1A + c2B, c1A + c2B + c3AA]B where c1, c2 are nonzero complex
numbers. Under some special conditions, the necessary and sufficient conditions of c1A + c2B + c3AB and
c1A + c2B + c3AB + c4BA to be nonsingular and group invertible are presented, which generalized some
related results of Benı́tez, Liu, Koliha and Zuo [4, 17, 19, 25].

1. Introduction

The symbol Cm×n will denote the set of all m × n matrices over complex numbers C and Cn will denote
the linear space of all column vectors of dimension n over C. We use the symbol C \ {0} to denote the set
of all nonzero complex numbers. For c ∈ C, we denote by c the conjugate of c. For A ∈ Cm×n, denote by
r(A), N(A), R(A), A∗, AT the rank, the null space, the column space, the conjugate transpose and transpose
of A respectively. For A ∈ Cn×n, we use σ(A) to represent the spectrum of A and σ(A) \ {0} to represent the
spectrum of A exclusive of zero. In will stand for the identity matrix of order n.

Next we review some well known facts about the group inverse of a matrix(for a deeper insight, the
interested reader can consult [3, Section 4.4] and [8, Section 3-5]). Let A ∈ Cn×n. If there exists X ∈ Cn×n such
that

AXA = A,XAX = X,AX = XA, (1.1)

then it is said that A is group invertible. It can be proved that for a given square matrix A, there is at most
one matrix X satisfying (1.1) and is denoted by A]. The group inverse does not exist for all square matrices:
a square matrix A has a group inverse if and only if r(A) = r(A2). Let CGI

n be the set of all group invertible
matrices of order n over C, i.e.,

CGI
n = {A ∈ Cn×n

|r(A) = r(A2)}.

It is easy to see that nonsingular and diagonal matrices are all group invertible matrices. Specially, idem-
potent matrix (A2 = A) and k-potent matrix (Ak = A, k ≥ 2) are all group invertible matrices.
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It is straightforward to prove that A is group invertible if and only if A∗ is group invertible, and in this
case, one has (A])∗ = (A∗)]. Also, it should be evident that if A ∈ Cn×n and S ∈ Cn×n is nonsingular, then A is
group invertible if and only if S−1AS is group invertible, and in this situation, one has (S−1AS)] = S−1A]S.

Let CP
n be the set of all idempotent matrices of order n over C, i.e.,

CP
n = {A ∈ Cn×n

|A2 = A},

and Ck−P
n the set of all k-potent matrices of order n over C, i.e.,

Ck−P
n = {A ∈ Cn×n

|Ak = A}.

Recently, many researchers have studied the properties of the sum, the difference, the linear combinations
and the combinations of two matrices satisfying some conditions. For example, in [1,18,23-24,26], the
authors studied some properties of the rank, the null space and the column space of the sum, the difference,
the linear combinations and the combinations of two idempotent matrices(orthogonal idempotent matrices).
In [2,5-6,9-11,13-14,16-17,20,22,25], the authors described the nonsingularity, Drazin invertibility, group
invertibility of the linear combinations of two idempotent matrices. In particular, the authors studied
the nonsingularity and group invertibility of linear combinations of two k-potent matrices and two group
invertible matrices in [4, 19]. The invertibility of combinations of k-potent operators and commuting
generalized and hypergeneralized projectors was considered in [12] and [21]. Under the above work, in
this paper, we study the rank, the null space, the column space, the nonsingularity, the group invertibility
of A − B, AA]

− BB], c1A + c2B, c1A + c2B + c3AA]B of two group invertible matrices. When A and B
are satisfying some special conditions, the necessary and sufficient conditions of c1A + c2B + c3AB and
c1A + c2B + c3AB + c4BA to be nonsingular and group invertible are presented, which generalized some
related results of Benı́tez, Liu, Koliha and Zuo [4, 17, 19, 25].

For the proof of main theorems, we need some following lemmas.

Lemma 1.1. Let A,B ∈ Cn×n be given. Then
(a)N(A)⊥ = R(A∗).
(b)

(
N(A) +N(B)

)⊥
= R(A∗) ∩ R(B∗).

(c)
(
N(A) ∩N(B)

)⊥
= R(A∗) + R(B∗).

The following Lemma 1.2 is a well-known result of group invertible matrix, we only lay it out without
proof for simplicity.

Lemma 1.2. Let A ∈ Cn×n be given. The following are equivalent:
(a) A ∈ CGI

n .
(b) Cn = R(A) ⊕N(A).
(c) there exists a nonsingular matrix X ∈ Cn, such that

A = X−1

(
D 0
0 0

)
X,

where D is a nonsingular matrix of order r, r = r(A).
(d) the orders of blocks whose diagonal elements are zeros in the Jordan canonical form of A are all ones or 0 < σ(A).

Next, a result of contraction of linear transformation will be given by the notation used in reference [15].
Let A ∈ Cn×n. Then a linear transformationA on Cn can be derived from A as following:

A : Cn
−→ Cn

α 7→ Aα, α ∈ Cn. (1.2)

It is easy to prove that the matrix of A under the basis ε1 = (1, 0, · · · , 0)T, ε2 = (0, 1, · · · , 0)T, · · · , εn =
(0, 0, · · · , 1)T of Cn is A. We call thatA is the linear transformation determined by the matrix A.
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Lemma 1.3. Let A,B ∈ CGI
n be such that AB = BA. Then there exists a nonsingular matrix X such that

A = X−1

(
D 0
0 0

)
X, B = X−1

(
M 0
0 L

)
X,

where D is a nonsingular matrix of order r, r = r(A), DM = MD and σ(B|R(A)) = σ(M), σ(B|N(A)) = σ(L).
Specially, B|R(A) is nonsingular iff M is nonsingular, B|N(A) is nonsingular iff L is nonsingular, where B is the linear
transformation determined by the matrix B.

Proof. Since A ∈ CGI
n and from Lemma 1.2, there exists a nonsingular matrix X such that

A = X−1

(
D 0
0 0

)
X,

where D is a nonsingular matrix of order r, r = r(A). Let

B = X−1

(
M N
K L

)
X,

where M ∈ Cr×r, L ∈ C(n−r)×(n−r). The condition AB = BA yields that DM = MD and N = 0,K = 0. Therefore

B = X−1

(
M 0
0 L

)
X, DM = MD.

In order to prove that σ(B|R(A)) = σ(M) and σ(BN(A)) = σ(L), without loss of generality, we suppose that

A =

(
D 0
0 0

)
, B =

(
M 0
0 L

)
, DM = MD,

where D is a nonsingular matrix of order r. The condition AB = BA implies that R(A) and N(A) are both
invariant subspaces of B, hence the symbols B|R(A) and B|N(A) are defined. Let ε1 = (1, 0, · · · , 0)T, ε2 =
(0, 1, · · · , 0)T, · · · , εn = (0, 0, · · · , 1)T, the nonsingularity of D follows that ε1, ε2, · · · , εr is a basis of R(A)
and the matrix of B|R(A) under the basis is M. Therefore σ(B|R(A)) = σ(M). Similar discussion follows that
εr+1, εr+2, · · · , εn is a basis ofN(A), and the matrix ofB|N(A) under the basis is L. Thereforeσ(BN(A)) = σ(L).

2. The rank, the null space, the column space and nonsingularity of combinations of two group invertible
matrices

The nonsingularity of the difference of two idempotent matrices was considered by Koliha[17]:

P −Q is nonsingular⇔ R(P) ∩ R(Q) = N(P) ∩N(Q) = {0}

⇔ I − PQ and P + Q are both nonsingular.

Recently, invertibility of the sum (the difference) of two given operators was considered in [7] with a special
emphasis on some cases such as when A and B are idempotents, when R(A) ∩ R(B) = {0}, when A and B
are injective, etc. In this section the main results concern the nonsingularity of the difference of two group
invertible matrices as well as the nonsingularity of some forms under some assumptions.

Theorem 2.1. Let A,B ∈ CGI
n . Then

(a)N(AA]
− BB]) =

(
R(A) ∩ R(B)

)
⊕

(
N(A) ∩N(B)

)
.

(b) R(AA]
− BB]) =

(
R(A) + R(B)

)
∩

(
N(A) +N(B)

)
.

(c) r(AA]
− BB]) = r

(
A
B

)
+ r(A,B) − r(A) − r(B).
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Proof. (a) It is clear that N(A) ∩ N(B) ⊆ N(AA]
− BB]). For any α ∈ R(A) ∩ R(B), there exist β, γ ∈ Cn

such that α = Aβ = Bγ. Then α = AA]α = BB]α, which then leads to that α ∈ N(AA]
− BB]). Therefore

R(A)∩R(B) ⊆ N(AA]
−BB]). From the above two subspace inclusions we have

(
R(A)∩R(B)

)
+
(
N(A)∩N(B)

)
⊆

N(AA]
− BB]). Since A ∈ CGI

n , then R(A)∩N(A) = {0}, thus the sum
(
R(A)∩R(B)

)
+

(
N(A)∩N(B)

)
is direct

sum. For any α ∈ N(AA]
− BB]), we have AA]α = BB]α. Multiplying by A left to both sides of the equality

we have Aα = ABB]α, which implies that α − BB]α ∈ N(A). The decomposition of α = BB]α + (α − BB]α) ∈
R(A) ∩ R(B) + N(A) ∩ N(B) then establishes the reverse inclusion of the spaces. Therefore, we have
N(AA]

− BB]) =
(
R(A) ∩ R(B)

)
⊕

(
N(A) ∩N(B)

)
.

(b) Since A,B ∈ CGI
n , then A∗,B∗ ∈ CGI

n . Applying the result of (a) to the matrices A∗ and B∗, we have

N

(
A∗(A∗)] − B∗(B∗)]

)
=

(
R(A∗) ∩ R(B∗)

)
⊕

(
N(A∗) ∩N(B∗)

)
. (2.1)

Taking orthogonal complement to both sides of the equality and properties of Lemma 1.1 will lead to (b).
(c) By calculating the dimensions of both sides of the equalityN(AA]

− BB]) =
(
R(A) ∩ R(B)

)
⊕

(
N(A) ∩

N(B)
)
, we have n−r(AA]

−BB]) = dim
(
R(A)∩R(B)

)
+dim

(
N(A)∩N(B)

)
= dim

(
R(A)

)
+dim

(
R(B)

)
−dim

(
R(A)+

R(B)
)

+ dimN
(

A
B

)
= r(A) + r(B) − r(A,B) + n − r

(
A
B

)
. Hence r(AA]

− BB]) = r
(

A
B

)
+ r(A,B) − r(A) − r(B).

Having in mind that for group invertible matrix X we have that XX] is an idempotent and thatR(XX]) =

R(X), N(XX]) = N(X), using Koliha’s result we can get some necessary and sufficient conditions for the
nonsingularity of AA]

−BB], in the case when A,B ∈ CGI
n . Also, some other equivalents for the nonsingularity

of AA]
− BB] are given in the next theorem:

Theorem 2.2. Let A,B ∈ CGI
n . The following are equivalent:

(1) AA]
− BB] is nonsingular.

(2)R(A) ∩ R(B) = N(A) ∩N(B) = {0}.
(3)In − AA]BB] and AA] + BB] are nonsingular.
(4)R(A) + R(B) = N(A) +N(B) = Cn.
(5)r(A,B) = r(A) + r(B) and r

(
A
B

)
= n.

(6) r
(

A
B

)
+ r(A,B) = r(A) + r(B) + n.

Proof. It is easy to prove by using the results of Koliha’s result and Theorem 2.1.

Remark 2.3. In Theorem 2.2, if A,B ∈ CP
n (then A,B ∈ CGI

n ) and A] = A,B] = B, we get that

A − B is nonsingular ⇔ R(A) ∩ R(B) = N(A) ∩N(B) = {0},

which is a generalization of Theorem 1.2 from [17].

From Theorem 2.2 we can see that nonsingularity of In − AA]BB] is a necessary condition for the
nonsingularity of AA]

− BB]. In the next theorem we consider when this condition implies nonsingularity
of A − B.

Theorem 2.4. Let A,B ∈ CGI
n and let In − AA]BB] be nonsingular. If there exist c1, c2, c3, c4 ∈ C such that

c1A + c2B + c3AA]B + c4BB]A is nonsingular, then A − B is also nonsingular.

Proof. Letα ∈ N(A−B), then Aα = Bα, so (In−AA]BB])(c1A+c2B+c3AA]B+c4BB]A)α = (In−AA]BB])
(
(c1+c2+

c3 +c4)Aα
)

= (c1 +c2 +c3 +c4)(Aα−AA]BB]Aα) = (c1 +c2 +c3 +c4)(Aα−AA]Bα) = (c1 +c2 +c3 +c4)(Aα−Aα) = 0.
Under the assumption that In − AA]BB] and c1A + c2B + c3AA]B + c4BB]A are nonsingular, we have α = 0,
which means thatN(A − B) = {0}. This completes the proof.
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Remark 2.5. From the proof of Theorem 2.4, we have the following two results:
(a) Let A,B ∈ CGI

n . If there exist c1, c2, c3, c4 ∈ C, c1 + c2 + c3 + c4 = 0 such that c1A + c2B + c3AA]B + c4BB]A is
nonsingular, then A − B is also nonsingular.

(b) Let A,B ∈ CGI
n , satisfying that In−AA]BB] is nonsingular. If there exist ci ∈ C(i = 1, 2, · · · , 4k) such that c1A+

c2B+ c3BB]A+ c4AA]B+ c5AA]BB]A+ c6BB]AA]B+ c7BB]AA]BB]A+ c8AA]BB]AA]B · · ·+ c4k−3(AA]BB])k−1A+
c4k−2(BB]AA])k−1B + c4k−1BB](AA]BB])k−1A + c4kAA](BB]AA])k−1B is nonsingular, then A−B is also nonsingular.

Theorem 2.6. Let A,B ∈ CGI
n , c1, c2, c2 + c3, c1 + c2 + c3 ∈ C \ {0}. If

R(A − AA]B) ∩ R(B − BB]A) = {0} = N(A) ∩N(B),

then c1A + c2B + c3AA]B is nonsingular.

Proof. For any α ∈ N(c1A + c2B + c3AA]B), then

(c1A + c2B + c3AA]B)α = 0. (2.2)

Premultiplying (2.2) by AA], we have

(c1A + c2AA]B + c3AA]B)α = 0. (2.3)

(2.2) and (2.3) yields that AA]Bα = Bα. Substituting this equality to (2.2) we have

[c1A + (c2 + c3)B]α = 0. (2.4)

Premultiplying (2.4) by BB], we have

[c1BB]A + (c2 + c3)B]α = 0. (2.5)

From (2.4) and (2.5), we obtain BB]Aα = Aα. Now, the equality (2.4) yields that (c1 + c2 + c3)Aα =

c1Aα+ (c2 + c3)Aα = −(c2 + c3)Bα+ (c2 + c3)BB]Aα = −(c2 + c3)(B−BB]A)α ∈ R(B−BB]A) and (c1 + c2 + c3)Aα =
c1Aα+(c2+c3)Aα = −(c2+c3)Bα+(c2+c3)Aα = −(c2+c3)AA]Bα+(c2+c3)Aα = (c2+c3)(A−AA]B)α ∈ R(A−AA]B),
which implies that Aα ∈ R(A−AA]B)∩R(B−BB]A) = {0}. Therefore Aα = 0. The equality (2.4) and condition
c2 +c3 , 0 will lead to that Bα = 0. So α ∈ N(A)∩N(B) = {0}, hence α = 0. This proves that c1A+c2B+c3AA]B
is nonsingular.

Theorem 2.7. Let A,B ∈ CGI
n , a, b, c, d ∈ C \ {0}. The following hold:

(a)N
(
aA + bB − (a + b)AA]B

)
= N(A − B).

(b) R
(
cA + dB − (c + d)ABB]

)
= R(A − B).

(c) r
(
aA + bB − (a + b)AA]B

)
= r

(
cA + dB − (c + d)ABB]

)
= r(A − B).

Proof. The following identities will hold by direct calculations:

(In −
a + b

a
AA])

(
aA + bB − (a + b)AA]B

)
= b(B − A). (2.6)

(
cA + dB − (c + d)ABB]

)
(In −

c + d
d

BB]) = c(A − B). (2.7)

Since AA] and BB] are both idempotent matrices and a+b
a , 1, c+d

d , 1, then In −
a+b

a AA] and In −
c+d

d BB] are
both nonsingular matrices. Hence the proof follows by (2.6) and (2.7).
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Theorem 2.8. Let A,B ∈ CGI
n , a, b, c, d ∈ C \ {0}. The following are equivalent:

(a) A − B is nonsingular.
(b)aA + bB − (a + b)AA]B is nonsingular, and

[aA + bB − (a + b)AA]B]−1 =
a + b

ab
(A − B)−1AA]

−
1
b

(A − B)−1.

(c)cA + dB − (c + d)ABB] is nonsingular, and

[cA + dB − (c + d)ABB]]−1 =
1
c

(A − B)−1
−

c + d
cd

BB](A − B)−1.

Proof. The proof follows using (2.6) and (2.7) by direct calculations.

In Theorems 2.7,2.8, the coefficients in c1A + c2B − c3AA]B are demanded to satisfy c1 + c2 = c3. If
c1 + c2 , c3, we have the following theorem:

Theorem 2.9. Let A,B ∈ CGI
n , a, b, c ∈ C, ab , 0, a + b , c, AA]B = ABB]. The following hold:

(a)N(aA + bB − cAA]B) � N(A + B).
(b) R(aA + bB − cAA]B) � R(A + B).
(c) r(A + B) = r(aA + bB − cAA]B).
(d) A + B is nonsingular⇔ aA + bB − cAA]B is nonsingular.
(e) When A + B is nonsingular, we have

(aA + bB − cAA]B)−1 =
a + b − c

2ab
(A + B)−1 +

a + c − b
2ab

BB](A + B)−1

+
b + c − a

2ab
(A + B)−1AA] +

(a + c − b)(b + c − a)
2ab(a + b − c)

BB](A + B)−1AA].

Proof. Since AA] and BB] are both idempotent matrices and b+c−a
a+b−c , −1, a+c−b

a+b−c , −1, then In + b+c−a
a+b−c AA] and

In + a+c−b
a+b−c BB] are both nonsingular matrices. Let

T = In +
b + c − a
a + b − c

AA], K = In +
a + c − b
a + b − c

BB].

Direct calculation shows that

T(aA + bB − cAA]B)K =
2ab

a + b − c
(A + B). (2.8)

(a) From the identity (2.8), the nonsingularity of T,K and 2ab
a+b−c , 0, we have

N(A + B) = N((aA + bB − cAA]B)K)

= {K−1α|α ∈ N(aA + bB − cAA]B)} � N(aA + bB − cAA]B).

(b) From the identity (2.8), the nonsingularity of T,K and 2ab
a+b−c , 0, we have

R(A + B) = R(T(aA + bB − cAA]B)) = {Tα|α ∈ R(aA + bB − cAA]B)} � R(aA + bB − cAA]B).

(c) and (d) can be derived directly from (a).
(e) can be obtained from the identity (2.8).
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In Theorems 2.7,2.9 if we take A,B ∈ CP
n then we have that A,B ∈ CGI

n and A] = A, B] = B, so we get:

r(aA + bB − cAB) =

r(A − B), when c = a + b
r(A + B), when c , a + b

(ab , 0). (2.9)

The rank identity (2.9) is an important result of reference [25].

Theorem 2.10. Let A,B ∈ CGI
n , ai, b j ∈ C(i = 0, 1, · · · , 2k, j = 0, 1, · · · , 2l), satisfying the following identity:

a0A + a1(BB]AA])A + a2AA](BB]AA])A + a3(BB]AA])2A+

a4AA](BB]AA])2A + · · · + a2kAA](BB]AA])kA+

b0B + b1(AA]BB])B + b2BB](AA]BB])B + b3(AA]BB])2B

+b4BB](AA]BB])2B + · · · + b2lBB](AA]BB])lB = 0. (2.10)

Then if c1, c2 ∈ C \ {0}, c2(a0 + a1 + · · · + a2k) , c1(b0 + b1 + · · · + b2l), we have

N(c1A + c2B) = N(A) ∩N(B).

Proof. It is obvious thatN(A)∩N(B) ⊆ N(c1A + c2B). On the other hand, for any α ∈ N(c1A + c2B), we have

(c1A + c2B)α = 0. (2.11)

Multiplying the last equality from the left side by AA] and BB], respectively, we get:

(c1A + c2AA]B)α = 0 = (c1BB]A + c2B)α. (2.12)

From equalities (2.11) and (2.12), we have AA]Bα = Bα,BB]Aα = Aα. Therefore

Aα = (BB]AA])Aα = AA](BB]AA])Aα =

(BB]AA])2Aα = · · · = AA](BB]AA])kAα,

Bα = (AA]BB])Bα = BB](AA]BB])Bα =

(AA]BB])2Bα = · · · = BB](AA]BB])lBα.

Combining with (2.10), we have

(a0 + a1 + · · · + a2k)Aα + (b0 + b1 + · · · + b2l)Bα = 0. (2.13)

From (2.11) and (2.13), observing that c2(a0 + a1 + · · · + a2k) , c1(b0 + b1 + · · · + b2l), we have Aα = Bα = 0.
Therefore α ∈ N(A) ∩N(B).

Theorem 2.11. Let A,B ∈ CGI
n , ai, b j ∈ C(i = 0, 1, · · · , 2k, j = 0, 1, · · · , 2l), satisfying the identity (2.10). Then

r(c1A + c2B) = r(d1A + d2B)

for all c1, c2, d1, d2 ∈ C \ {0} satisfying c2(a0 + a1 + · · · + a2k) , c1(b0 + b1 + · · · + b2l) and d2(a0 + a1 + · · · + a2k) ,
d1(b0 + b1 + · · ·+ b2l). In particular, if d1A + d2B is nonsingular for some d1, d2 ∈ C \ {0} with d2(a0 + a1 + · · ·+ a2k) ,
d1(b0+b1+· · ·+b2l), then c1A+c2B is nonsingular for all c1, c2 ∈ C\{0}with c2(a0+a1+· · ·+a2k) , c1(b0+b1+· · ·+b2l).

Proof. By Theorem 2.10 we have that N(c1A + c2B) = N(A) ∩ N(B) = N(d1A + d2B), so r(c1A + c2B) =
n − dimN(c1A + c2B) = n − dimN(d1A + d2B) = r(d1A + d2B).
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In Theorems 2.10,2.11, let a2 = a3 = · · · = a2k = 0 = b2 = b3 = · · · = b2l, A,B ∈ Ck−P
n (k ≥ 3), then

A,B ∈ CGI
n and A] = Ak−2,B] = Bk−2. Hence the Theorems 2.10,2.11 are the Theorems 2.1,2.2 in reference [4],

respectively. So the Theorems 2.10,2.11 are the generalizations of the two Theorems of [4].

Theorem 2.12. Let A,B ∈ CGI
n , ai, b j ∈ C(i = 0, 1, · · · , 2k, j = 0, 1, · · · , 2l), satisfying the following identity:

a0A + a1A(AA]BB]) + a2A(AA]BB])AA] + a3A(AA]BB])2 + a4A(AA]BB])2AA]+

· · · + a2kA(AA]BB])kAA] + b0B + b1B(BB]AA]) + b2B(BB]AA])BB]+

b3B(BB]AA])2 + b4B(BB]AA])2BB] + · · · + b2lB(BB]AA])lBB] = 0. (2.14)

Then if c1, c2 ∈ C \ {0}, c2(a0 + a1 + · · · + a2k) , c1(b0 + b1 + · · · + b2l), we have

R(c1A + c2B) = R(A) + R(B).

Proof. Taking conjugate transpose to both sides of (2.14) and observing that A∗,B∗ ∈ CGI
n and c̄2(ā0 + ā1 + · · ·+

¯a2k) , c̄1(b̄0 + b̄1 + · · · + b̄2l), then we have from the Theorem 2.10 that

N(c̄1A∗ + c̄2B∗) = N(A∗) ∩N(B∗). (2.15)

The result is obtained by taking orthogonal complement to both sides of the equality (2.15).

The following Theorem 2.13 can be easily obtained from the Theorem 2.12.

Theorem 2.13. Let A,B ∈ CGI
n , ai, b j ∈ C(i = 0, 1, · · · , 2k, j = 0, 1, · · · , 2l), satisfying the identity (2.14). Then

r(c1A + c2B) = r(d1A + d2B)

for all c1, c2, d1, d2 ∈ C \ {0} satisfying c2(a0 + a1 + · · · + a2k) , c1(b0 + b1 + · · · + b2l) and d2(a0 + a1 + · · · + a2k) ,
d1(b0 + b1 + · · ·+ b2l). In particular, if d1A + d2B is nonsingular for some d1, d2 ∈ C \ {0} with d2(a0 + a1 + · · ·+ a2k) ,
d1(b0+b1+· · ·+b2l), then c1A+c2B is nonsingular for all c1, c2 ∈ C\{0}with c2(a0+a1+· · ·+a2k) , c1(b0+b1+· · ·+b2l).

In Theorems 2.12,2.13, let a2 = a3 = · · · = a2k = 0 = b2 = b3 = · · · = b2l, A,B ∈ Ck−P
n (k ≥ 3), then A,B ∈ CGI

n
and A] = Ak−2,B] = Bk−2. Hence Theorems 2.12,2.13 are Theorems 2.3,2.4 in reference [4], respectively. So
Theorems 2.12,2.13 are the generalizations of the two Theorems of [4].

Theorem 2.14. Let A,B ∈ CGI
n , c1, c2, c3 ∈ C. The following are equivalent:

(a) c1ABB] + c2BAA]
− c3ABAA] is nonsingular.

(b) c1BB]A + c2AA]B − c3BB]AB is nonsingular.
(c) c1A + c2B − c3AB and In − AA]

− BB] are nonsingular.

Proof. The result is an immediate consequence of the equalities:

(c1A + c2B − c3AB)(In − AA]
− BB]) = −(c1ABB] + c2BAA]

− c3ABAA])

and
(In − AA]

− BB])(c1A + c2B − c3AB) = −(c1BB]A + c2AA]B − c3BB]AB).

Theorem 2.14 is the generalization of Theorem 2.6 of reference [19].
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3. The nonsingularity and group invertibility of combinations of two group invertible matrices under
some special conditions

In this section we discuss the nonsingularity and group invertibility of combinations of two group
invertible matrices under the following special five conditions:

(a) AB = BA = 0.
(b) A ∈ CP

n , AB = BA.
(c) AA]B = BB]A or ABB] = BAA].
(d) AA]B = BB]A, A or B is nonsingular.
(e) ABB] = BAA], A or B is nonsingular.

Lemma 3.1. Let A,B ∈ CGI
n , AB = BA = 0, c1, c2 ∈ C, c1c2 , 0. Then

(a)N(c1A + c2B) = N(A) ∩N(B).
(b)R(c1A + c2B) = R(A) + R(B).

Proof. Since by AB = BA = 0 we have that AA]BB] = BB]AA] = 0, so we can easily get using Theorem 2.10
that N(c1A + c2B) = N(A) ∩ N(B) or by direct verification. Similarly, by using the Theorem 2.12, we have
that R(c1A + c2B) = R(A) + R(B).

Theorem 3.2. Let A,B ∈ CGI
n , AB = BA = 0, c1, c2 ∈ C, c1c2 , 0. The following are equivalent:

(a) A + B is nonsingular.
(b)A − B is nonsingular.
(c) c1A + c2B is nonsingular, then (c1A + c2B)−1 = ( 1

2c1
+ 1

2c2
)(A + B)−1 + ( 1

2c1
−

1
2c2

)(A − B)−1.

Proof. Since A ∈ CGI
n , Lemma 1.2 assured that there exists a nonsingular matrix X such that

A = X−1

(
D 0
0 0

)
X,

where D ∈ Cr×r, D is a nonsingular matrix of order r. Let

B = X−1

(
M N
K L

)
X,

where M ∈ Cr×r, L ∈ C(n−r)×(n−r), N ∈ Cr×(n−r), K ∈ C(n−r)×r. The conditions AB = BA = 0 and D is nonsingular
yield that M = 0,K = 0,N = 0. Therefore

B = X−1

(
0 0
0 L

)
X.

Then

A + B = X−1

(
D 0
0 L

)
X,

A − B = X−1

(
D 0
0 −L

)
X,

c1A + c2B = X−1

(
c1D 0

0 c2L

)
X.

Hence c1A + c2B is nonsingular if and only if L is nonsingular if and only if A + B is nonsingular if and only
if A − B is nonsingular . When c1A + c2B is nonsingular , we have

(c1A + c2B)−1 = X−1

( 1
c1

D−1 0
0 1

c2
L−1

)
X.
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= (
1

2c1
+

1
2c2

)X−1

(
D−1 0

0 L−1

)
X + (

1
2c1
−

1
2c2

)X−1

(
D−1 0

0 (−L)−1

)
X

= (
1

2c1
+

1
2c2

)(A + B)−1 + (
1

2c1
−

1
2c2

)(A − B)−1.

Theorem 3.3. Let A,B ∈ CGI
n , AB = BA = 0, c1, c2 ∈ C, c1c2 , 0. Then

(a) c1A + c2B ∈ CGI
n .

(b)(c1A + c2B)] = ( 1
2c1

+ 1
2c2

)(A + B)] + ( 1
2c1
−

1
2c2

)(A − B)].

Proof. From the proof of Theorem 3.2, we can suppose that

A = X−1

(
D 0
0 0

)
X,

where D is an invertible matrix of order r and

B = X−1

(
0 0
0 L

)
X.

Since B ∈ CGI
n , then L ∈ CGI

n−r. Therefore

c1A + c2B = X−1

(
c1D 0

0 c2L

)
X ∈ CGI

n .

Direct calculations will show that

(c1A + c2B)] = (
1

2c1
+

1
2c2

)(A + B)] + (
1

2c1
−

1
2c2

)(A − B)].

Theorem 3.4. Let A ∈ CP
n , B ∈ CGI

n , AB = BA, c1, c2, c3 ∈ C, c1c2 , 0 andB is the linear transformation determined
by B. Then

(a) if c2 + c3 = 0, then c1A + c2B + c3AB is nonsingular⇔ B|N(A) is nonsingular.
(b) if c2 + c3 , 0, then c1A + c2B + c3AB is nonsingular⇔ − c1

c2+c3
< σ(B|R(A)) and B|N(A) is nonsingular.

(c) if c2 + c3 = 0, then c1A + c2B + c3AB ∈ CGI
n .

(d) if c2 + c3 , 0, then c1A + c2B + c3AB ∈ CGI
n ⇔ the orders of blocks with diagonal element − c1

c2+c3
in the Jordan

canonical form of B|R(A) are all ones or − c1
c2+c3

< σ(B|R(A)).

Proof. Since A2 = A, then there exists a nonsingular matrix X such that

A = X−1

(
Ir 0
0 0

)
X, r = r(A).

Let

B = X−1

(
M N
K L

)
X.

Then AB = BA implies that

B = X−1
(

M 0
0 L

)
X,
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where σ(B|R(A)) = σ(M), σ(B|N(A)) = σ(L). Since B ∈ CGI
n , we have M ∈ CGI

r , L ∈ CGI
n−r. Direct calculations

show that

c1A + c2B + c3AB = X−1

(
c1Ir + (c2 + c3)M 0

0 c2L

)
X. (3.1)

From (3.1), we know that c1A + c2B + c3AB is nonsingular if and only if c1Ir + (c2 + c3)M and c2L are both
nonsingular. Hence (a) and (b) can be obtained by σ(B|R(A)) = σ(M) and σ(B|N(A)) = σ(L).

(c) If c2 + c3 = 0, since L ∈ CGI
n−r, we have c2L ∈ CGI

n−r. Therefore c1A + c2B + c3AB ∈ CGI
n .

(d) If c2 + c3 , 0, the identity (3.1) yields that c1A + c2B + c3AB ∈ CGI
n if and only if c1Ir + (c2 + c3)M ∈ CGI

r
and c2L ∈ CGI

n−r if and only if c1Ir + (c2 + c3)M ∈ CGI
r . From the Lemma 1.2, we have c1Ir + (c2 + c3)M ∈ CGI

r
if and only if the orders of blocks with diagonal elements 0 of Jordan canonical form of c1Ir + (c2 + c3)M
are all ones or 0 < σ

(
c1Ir + (c2 + c3)M)

)
if and only if the orders of blocks with diagonal elements − c1

c2+c3
of

Jordan canonical form of M are all ones or − c1
c2+c3

< σ(M). Now observe that σ(B|R(A)) = σ(M), then (d) is
derived.

Theorem 3.5. Let A,B ∈ CGI
n be such that AA]B = BB]A or ABB] = BAA]. Then the nonsingularity of c1A + c2B +

c3AA]B, where c1, c2, c3 ∈ C and c1, c2, c1 + c2 + c3 ∈ C \ {0} is independent of choice of scalars c1, c2, c3.

Proof. Let α ∈ N(c1A + c2B + c3AA]B). Since AA]B = BB]A, then we have

(c1A + c2B + c3AA]B)α = 0. (3.2)

Multiplying the last equality from the left sid by AA] and BB], respectively, we get

(c1A + c2AA]B + c3AA]B)α = 0, (3.3)

(c1BB]A + c2B + c3BB]AA]B)α = 0. (3.4)

Adding last two equalities and using (3.2) we get that AA]Bα = 0 which further gives

(c1A + c2B)α = 0. (3.5)

Multiplying the last equality from the left side by AA], we get Aα = 0. Similarly, we get Bα = 0. Hence if
α ∈ N(c1A + c2B + c3AA]B) for some choice of c1, c2, c3 ∈ C such that all c1, c2, c1 + c2 + c3 are non zero then
α ∈ N(d1A + d2B + d3AA]B) for any such choice of d1, d2, d3 ∈ C. Hence nonsingularity of c1A + c2B + c3AA]B
is independent of choice of scalars.

If ABB] = BAA], then the result can be obtained by similar discussions like that above.

Theorem 3.6. Let A,B ∈ CGI
n be such that AA]B = BB]A and c1, c2 ∈ C \ {0}, c3, c4 ∈ C, A or B is nonsingular. The

following hold:
(a) If A is nonsingular and c3 + c4 = 0, then c1A + c2B + c3AB + c4BA is nonsingular⇔ c1 + c2 , 0.
(b) If A is nonsingular and c3 + c4 , 0, then c1A + c2B + c3AB + c4BA is nonsingular⇔ − c1+c2

c3+c4
< σ(B) \ {0}.

(c) If A is nonsingular, then c1A + c2B + c3AB + c4BA ∈ CGI
n ⇔ (c1 + c2)In + (c3 + c4)B ∈ CGI

n .
(d) If B is nonsingular and c3 + c4 , 0, then c1A + c2B + c3AB + c4BA is nonsingular⇔ c1 + c2 , 0.
(e) If B is nonsingular and c3 + c4 , 0, then c1A + c2B + c3AB + c4BA is nonsingular⇔ − c1+c2

c3+c4
< σ(A) \ {0}.

(f) If B is nonsingular, then c1A + c2B + c3AB + c4BA ∈ CGI
n ⇔ (c1 + c2)In + (c3 + c4)A ∈ CGI

n .

Proof. Since AA]B = BB]A, then it is only to consider the proof under the case A is nonsingular from the
symmetric position of A and B. The case B is nonsingular can be obtained similarly.

Suppose that A is nonsingular and since B ∈ CGI
n , then there exists a nonsingular matrix X such that

B = X−1

(
D 0
0 0

)
X,
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where D is a nonsingular matrix of order r, r = r(B). Let

A = X−1

(
M N
K L

)
X,

where M ∈ Cr×r, L ∈ C(n−r)×(n−r), N ∈ Cr×(n−r), K ∈ C(n−r)×r. Since A is nonsingular, then A] = A−1. Then from
the condition AA]B = BB]A, we have B2 = BA. Substituting the above block matric expressions of A and B
into B2 = BA yields that M = D,N = 0. Therefore

A = X−1

(
D 0
K L

)
X.

Since A is nonsingular, we have L is also a nonsingular matrix of order n− r. Let T = c1A+c2B+c3AB+c4BA.
Direct calculations show that

T = X−1

(
(c1 + c2)D + (c3 + c4)D2 0

c1K + c3KD c1L

)
X. (3.6)

(a) If c3 + c4 = 0 and since D,L are nonsingular and c1 , 0, we have

T is nonsingular⇔ c1 + c2 , 0.

(b) If c3 + c4 , 0 and observe that σ(B) \ {0} = σ(D), we have T is nonsingular if and only if (c1 + c2)D +

(c3 + c4)D2 is nonsingular if and only if det
(
(c1 + c2)Ir + (c3 + c4)D

)
, 0 if and only if − c1+c2

c3+c4
< σ(D) if and

only if − c1+c2
c3+c4

< σ(B) \ {0}.
(c) From the identity (3.6), nonsingularity of D and c1L, we have T ∈ CGI

n if and only if r(T) = r(T2) if

and only if r
(
(c1 + c2)D + (c3 + c4)D2

)
= r

((
(c1 + c2)D + (c3 + c4)D2

)2
)

if and only if r
(
(c1 + c2)Ir + (c3 + c4)D

)
=

r
((

(c1 +c2)Ir +(c3 +c4)D
)2
)

if and only if (c1 +c2)Ir +(c3 +c4)D ∈ CGI
r if and only if (c1 +c2)In +(c3 +c4)B ∈ CGI

n .

If ABB] = BAA], A or B is nonsingular, then some results can be obtained by similar discussions like that
above.
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