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Abstract. In this study, the initial value problem for telegraph equations with time delay in a Hilbert space is
considered. The main theorem on stability estimates for the solution of this problem is established. As a test
problem, one-dimensional delay telegraph equation with the Dirichlet boundary condition is considered.
Numerical solutions of this problem are obtained by first and second order of accuracy difference schemes.

1. Introduction

In many fields of the contemporary science and technology, systems with delaying terms appear. The
dynamical processes are described by systems of delay ordinary and partial differential equations. The delay
appears in complicated systems with logical and computing devices, where certain time for information
processing is needed. The second order delay differential equation with damping term is of interest in
biology in explaining self-balancing of the human body and in robotics in constructing biped robots (see,
[1]). These areillustrations of inverted pendulum problems. The theory of linear delay differential equations
has been studied extensively by many researchers (see, [2]-[12] and the references given therein).

Telegraph equation is mostly interested in physical systems. Many physicists and engineers use tele-
graph equation without time delay (see, [13]-[17]), and also telegraph equation is studied by using classical
energy methods and operator theory(see, [18]). For example, Ashyralyev and Modanli (see, [19]-[21])
studied the stability of Cauchy problem for telegraph differential and difference equations in a Hilbert
space.

For several reasons, in problems encountered in real life, time delay should be considered in modeling.
However, the stability theory of problems for a delay telegraph equation is not well-investigated. A few
researchers are interested in these kinds of problems. Feireisl (see, [22]) proved the existence of small global
(in time) solutions to an abstract evolution equation containing a damping term and applied the result to
fully nonlinear telegraph equations and to nonlinear equations involving operators with time delay.
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In the present paper, we study the initial value problem for the telegraph differential equation with time
delay

a? d
0 4 o0 4 Av(t) = aAo([t]), t> 0,

1)
v0)=¢, V0)=v

in a Hilbert space H with a self-adjoint positive definite operator A, A > 6I, ¢ and ¢ are elements of D(A)

and [t] denotes the greatest-integer function. Here 6 > "i—z.
A function v(t) is called a solution of problem (1), if the following conditions are satisfied:

i. o(t) is twice continuously differentiable on the interval [0, co).

ii. The element v(t) belongs to D(A) for all t € [0, o0), and the function Av(f) is continuous on the interval
[0, o).

iii. v(t) satisfies the equation and initial conditions in (1).

The main theorem on stability estimates for the solution of problem (1) is established. In applications,
as a test problem, one-dimensional delay telegraph equation with the Dirichlet boundary condition is
considered. Numerical solutions of this problem are obtained by first and second order of accuracy
difference schemes.

2. The Main Theorem on the Stability

It is easy to show that for 6 > %, the operator B = A - “IZI be a self-adjoint positive definite operator in
a Hilbert space H with B > (6 - ”‘ZZ)I . Throughout this paper, c(t) and s(t) are operator-functions defined by
formulas

t
ipl/2 _ipl)2
ezB t+€ iBY/<t

fu, s(Hu = fc(s)uds.

0

c(Hu =

Let us give lemma that will be needed below.

Lemma 2.1. Fort > 0, the following estimates hold:

- 1
B2l < - )
o-17F
lell—p <1, 11BY?s(t)lla—m < 1. ©)

The proof of Lemma 2.1 is based on the spectral representation of unit self-adjoint positive definite operator
B in a Hilbert space H (see, [12]).

Theorem 2.2. For the solution of problem (1), the following estimates hold:

C¥2 -1/2
max o0l < b, + (A . Zz) i “
a2 \ 2 ) \-1/2
max (A _ Zz) oo <clgll, +d (A _ —1) ol -
H H
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max ||o(t <b max |jv(t)|ly + max
n<t<n+1 ” ( )”H n—1<t<n ” ( )”H n-1<t<n

,n=1,2,.., (6)

5 \-1/2
@—%ﬂ o (b)
H

az _1/2 az _1/2
by @) < - = / -1,2,.. 7
max, (A 1 I) )| < cnf?génﬂv(t)lleLdnzrlzén (A 1 I) 7Ol ,n=1,2.., 7)
H H
where
o 5

b=lal+1-ald, c=1-a—7%, d=1+ —=.

5- @ =

1 5- 2

Proof. Problem (1) can be rewritten as the equivalent initial value problem for the system of first order linear
differential equations

V' (t) + So(t) + iBV2o(t) = z(t), £ >0, v(0) =, V'(0) = ¢

(8)
Z(t) + z(t) — iBV2z(t) = aAv([t]), t > 0, z(0) = ¢ + (% + iBY?)g.
Integrating these equations, we can write
¢
o(t) = e—(t—n+1)(%l+iB”2)v(n -1+ f e—(t—s)(%l+iBl/2)Z(s)dS/
n-1
t
2(t) = e VEB 00 — 1) 4+ [ G- Ay [s])ds
n-1
foranyn—-1<t<mn, n=1,2,... Therefore,
2(f) = e~ ¢-mDGIET) [v'(n -1+ (%I + iBl/z)v(n - 1)] + (%I + iB”z) (I - e‘(t‘”“)(%l‘iB”z)) av(n — 1)
= ¢t DGE Ny (g 1) 4 (%I + iB1/2) [al +(1- a)e’(t*”*l)(%”iBl/z)] o(n—1).
Applying this formula, we get
dﬂ:{ﬂ#{l—uk*““ﬂg“w%+%1—meﬁ””%(%I+B”ﬁs@—n+1%v@—1)
+e D35 — 4+ 1) (n - 1). )

Let 0 <t < 1. Then, using formula (9), we get

at

mn:{u+a—ayw[ao+%qﬂ}¢+f%qmp
Applying the triangle inequality and estimates (2) and (3), we get

o)l < bl + B> ¢ll,

1B~ (Ol < clilles + dlIB~™ >l
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for any t € [0, 1]. From these estimates, they follow estimates (4) and (5).
Letn <t<n+1, n=1,2,... Then using formula (9), we get

o(t) = {al +(1 — gy tm+D3 [c(t )+ Sst -+ 1)]} o —1) + e DI — 4+ 1)/ (n = 1),

Applying the triangle inequality and estimates (2) and (3), we get

oDy < b max |lo®)|l, + max ||BY2'®)|..,
lo®lls < b max ol + max B2 @),
B2 )|l < ¢ max |[o()|l; +d max ||B Y2t

I (Ol < ¢ max [l n_m” o).,

forany t € [n,n + 1], n = 1,2, .... From these estimates, they follow estimates (6) and (7).
The proof of Theorem 2.2 is completed. [

3. Numerical Results

We consider the initial-boundary value problem

%u(t,x) du(tx)  Pulty) _ %u([t],x)
T +2 Tl _0.0017, t>0, O0<x<m,

u(0,x) =sinx, u(0,x) =—sinx, 0<x <,

u(t,0) =u(t,m)=0, t=>0
for the delay telegraph differential equation. The exact solution of problem (10) is
1.001e~" + 0.001te™" — 0.001, 0<t<1,

1.001¢™* + [0.002002 — 0.001001e] e~ — 0.001 [1.002¢~" - 0.001], 1<t<2,

[0.999994996 + 0.001005004¢ + 1.001(0.001)%¢2] e~
+[0.003007004 — 0.002006004¢ — 1.001(0.001)%¢?  te~*
—0.001 [1.005004¢ 2 - 0.003004¢ " — (0.001)%], 2<t<3,

u(t,x) = sinx

1254

(10)

(11)

Using the first order of accuracy difference scheme for the approximate solution of problem (10), we get the

following system of equations

k+1 k4 k-1 k+1_, k K+l oy k+l g kel k=N _p k=N 4 k-N
Wy =200+t Uy —Uy N I L — Uy —2M
+2 - = 0.001 ,

T2 T h? h2

tk=kt, x,=nh, k>1, 1<n<M-1, Nt=1, Mh=m,

k+1 k
k_ . lln —lln_ . _
Uy = sinxy,, —* = —sinx, x,=nh, 0<n<M, —-N<k<0,
ul =uk =0, k>0.

(12)
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We can rewrite system (12) in the matrix form

AUM! + BUF + CUM' = 0.001Rp(U*N), 1<n<N-1, k=1,2,..,
sin xg
sin X7 (13)
uk = : UM =1 -1Uf, -N<k<0,
sin xp-1
Sian (M+1)x1

where A, B, C are (M + 1) X (M + 1) matrices defined by

(1000 .00 00 (0000 .00 00
0000.0001 0000.0000

a b a0 .0000 0 c00.0000
0Oaba.0000 00c0.0000
A=|0 0 a b .00 00 ,B={0 00 c . 0000 ,
0000 .ba00 0000 .¢co00O0°0
0000 .abao 0000.0¢cO00
0000 .0 ab alyuy L0000 .00 0y o0,
(0000 .000 0

0000.0000

0do00.0000

00dO0.0000
c=l{000d. 0000

0000 .4d000

0000.0d?O0O0

(00000 .00 d 0y

Herea = —hlz, b= Tl—z + % + ,12—2, c=—-2%-— %, d= % and R is the (M + 1) X (M + 1) identity matrix, and (p(Uk‘N)

’[2
,U° are (M + 1) X 1 column vectors as

0 ] [}
o1 "
(U*N) = : , W= : for s=k k+1,
Ph Ui
lv+yxa L L
where(p’;‘N=w forl<n<M-1

Hence, we have a second order difference equation with respect to k matrix coefficients. From (13) it
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follows that

Ut = A7 (0.001Rp(UFN) — BUF - CU*), k=1,2,..,
sin xg
sin X1
ut = : LU = (1 -1)Uf, -N<k<0.
sin xp-1
sin X

(M+1)x1

1256

(14)

Second, using the second order of accuracy difference scheme for the approximate solution of problem (10),

we obtain the following system of equations

k+1 kg k=1 k+1_, k=1 k+1 oy k+1 g k+1 k=1 _n k=1, k-1
1wy =2y, +21¢n —ug 2u,," Ut W 2uy U
T2 27 2h? 2h?

k+1-N _n, k+1-N 4, k+1-N k=1-N _n, k=1-N  , k=1-N
— 0 001 Wi 2“" +un—1 + Wy 2“” +Mn—1
- 212 2h? ’

tr=kt, x,=nh, k>1, 1<n<M-1, Nt=1, Mh=m,

uk = sinx,, WG
n — nrs T

ub =uk =0, k>0.

We can rewrite system (15) in the matrix form

AUM! + BUF + CU*! = 0.001Rp(UFN), 1<n<N-1, k=1,2,..,
sin xg
Sin xp
uk = : LU = (1 -1+ DU, -N<k<0,
SN Xp1-1
sin X (M+1)x1

where A, B, C are (M + 1) X (M + 1) matrices defined by

[1 0 0 0 0 0 0 0] [0 0 0 O
0000 0 0 01 0000
x y x 0 0 0 0O 0 z 00
0 x y «x 0 00O 0 0 z 0
A=]10 0 x y 0000 ,B=10 0 0 z
0000 y x 00 0000
0000 x y x 0 0000
0 000 0 X ¥ ¥ |pnomas 0 00O

SO O oo

o N

L = —sinx, + 5sinx,, x,=nh, 0<n<M, -N<k<0,

SO O OO

o .

SO O OO

o O -

o O -

SO O OO

J(M+1)x(M+1)

(15)

(16)
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[1 0 0 O 0 00O
0 00O 0 0 01
x t x O 0 00O
0 x t «x 0 0 0O
C=|0 0 x t 0 00O ,
0 00O t x 00
0000 . x ¢t x O
10 00 0 . 0 x ¢t x Jovn)xsn)
where x = —ﬁ, y= % + % + h%, z = —h%, t= 11—2 - % + hl—Z and R is the (M + 1) X (M + 1) identity matrix,

e(UFN), U* are (M + 1) X 1 column vectors as

0 u}
k-N
P1 u
(p(Uk*N) = : , W= fors=k, k+1,
Je—
oo Ui
uS
JM+1)x1 L M I(M+1)x1

uk+1—N_2uIy<[+1fN+uk+lfN
n-1

k-1-N k-1-N k-1-N
_ u —2u +u
where @fN = -1 o2 >

+ T E— forl<n<M-1.

Hence, we have a second order difference equation with respect to k matrix coefficients. Applying (16),
we can obtain the solution of this difference scheme. We find the numerical solutions for different values
of Nand M. For N = M =40, 80,160 in ¢ € [0,1], t € [1,2], t € [2,3], the errors are given respectively in
Table 1, Table 2 and Table 3. Thus, by using the second order of accuracy difference scheme, the accuracy
of solution increases faster than the first order of accuracy difference scheme. While the error decreases in
half by using the first order of accuracy difference scheme, it decreases quarter by using the second order
of accuracy difference scheme. The error is computed by the following formula

E% = max |u (tr, %) — u’fl| .
0<k<oo

0<n<M
Here, u],; represents the numerical solutions of these difference schemes at (f, x,,).

Table 1. Comparison of errors of difference schemes in t € [0, 1]

Method N=M=40 N=M=80 N=M=160

Difference scheme (12) in ¢ € [0, 1] 0.0046624 0.0023123 0.0011517
Difference scheme (15) in ¢ € [0, 1] 0.0001080 0.0000282  0.0000076
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Table 2. Comparison of errors of difference schemes in t € [1, 2]

Method N=M=40 N=M=80 N=M=160
Difference scheme (12) in t € [1, 2] 0.0017215 0.0008538  0.0004252
Difference scheme (15) in t € [1, 2] 0.0000367  0.0000089  0.0000020

Table 3. Comparison of errors of difference schemes in t € [2, 3]

Method N=M=40 N=M=80 N=M=160
Difference scheme (12) in t € [2, 3] 0.0006350 0.0003149  0.0001568
Difference scheme (15) in t € [2, 3] 0.0000123  0.0000027  0.0000004

4. Conclusion

In this paper, we studied the initial value problem for telegraph equations with time delay in a Hilbert
space. Theorem on stability estimates for the solution of this problem is established. As a test problem, one-
dimensional delay telegraph equation with the Dirichlet boundary conditions is considered. Numerical
solutions of this problem are obtained by first and second order of accuracy difference schemes. Some of
these statements were formulated in [23] without proof. Applying this approach and method of [9], we can
study the initial value problem for the telegraph differential equation with time delay

dPo(t do(t do(t
20 4 a0 4 Av(t) = Bo(t — w) + CEED + (1), >0,

(17)
vt)=¢t), —~w<t<0

in a Hilbert space H with a self-adjoint positive definite operator A, where B and C are closed operators.
Here ¢(t) is a continuously differentiable abstract-function defined on the interval [-w, 0] with values in H;
f(#) is continuous abstract-function defined on the interval [0, co) with values in H.
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