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Positive Solutions for m-Point p-Laplacian Fractional Boundary Value
Problem Involving Riemann Liouville Fractional Integral Boundary

Conditions on the Half Line

Dondu Oza, Ilkay Yaslan Karacaa

aDepartment of Mathematics, Ege University, 35100, Bornova, Izmir, Turkey

Abstract. This paper investigates the existence of positive solutions for m-point p-Laplacian fractional
boundary value problem involving Riemann Liouville fractional integral boundary conditions on the half
line via the Leray-Schauder Nonlinear Alternative theorem and the use and some properties of the Green
function. As an application, an example is presented to demonstrate our main result.

1. Introduction

Fractional differential equations arise in many engineering and scientific disciplines as the mathematical
models of systems and processes in the fields of physics, mechanics, biology, chemistry, polymer rhcology,
aero dynamics, capacitor theory, control theory, electrical circuits and other fields. There has been a noticable
development in the study of fractional differential equations in recent years, see the monographs of Miller
et al. [16] and Agarwal et al. [23] (see also [11, 20–22]).

It should be noted that most of the papers on fractional calculus are devoted to the solvability of
fractional differential equations on finite interval. Very recently, there are some papers concerning the
fractional differential equations on infinite intervals, for example references [2, 8, 14, 18, 24, 25, 28, 29].

Recently, fractional differential equations with p-Laplacian operator have gained its importance and
popularity due to its distinguished applications in numerous several fields of science and engineering, such
as viscoelasticity mechanics, electrochemistry, fluid mechanics, non-Newtonian mechanics, combustion
theory and material science. There have appeared some results for the existence of solutions or positive
solutions of boundary value problems for fractional differential equations with p-Laplacian operator; see
[4–6, 9, 12, 13, 15, 17, 19, 26, 27, 30–33] and the references therein. There is not work on positive solutions
for m-point p-Laplacian fractional boundary value problem on the half line except that in [25].

Liang et al.[25] investigated the following m-point fractional boundary value problem with p-Laplacian
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on an infinite interval:
Dγ

0+

(
φp

(
Dα

0+ u(t)
))

+ a(t) f (t,u(t)) = 0, 0 < t < +∞,

u(0) = u′(0) = 0, Dα−1
0+ u(+∞) =

m−2∑
i=1

βiu(ξi), Dα
0+ u(t)|t=0 = 0,

where 0 < γ ≤ 1, 2 < α ≤ 3, Dα
0+ is the standard Riemann-Liouville fractional derivative. φp(s) =

|s|p−2s, p > 1, (φp)−1 = φq,
1
p

+
1
q

= 1. 0 < ξ1 < ξ2 < ... < ξm−2 < +∞, βi ≥ 0, i = 1, 2, ...,m − 2 satisfies

0 <
m−2∑
i=1

βiξ
α−1
i < Γ(α),where Γ(α) is the Euler gamma function defined by Γ(α) =

∫ +∞

0
tα−1e−tdt, α > 0. They

established solvability of the above fractional boundary value problems by means of the properties of the
Green function and some fixed point theorems.

Motivated the above paper, in this paper, we consider the following m-point p-Laplacian fractional
boundary value problem (BVP) involving Riemann Liouville fractional integral boundary conditions on
the half line:

Dγ
0+

(
φp

(
Dα

0+ u(t)
))

+ a(t) f (t,u(t),u′(t)) = 0, t ∈ [0,+∞),
u(0) = u′(0) = 0,

lim
t→+∞

Dα−1
0+ u(t) =

m−2∑
i=1

ηiI
β
0+ u′(ξi), Dα

0+ u(t)|t=0 = 0,
(1)

where Dγ
0+ and Dα

0+ are the standard Riemann-Liouville fractional derivatives and Iβ0+ is the standard
Riemann-Liouville fractional integral with 0 < γ ≤ 1, 2 < α ≤ 3, β > 0, 0 < ξ1 < ξ2 < ... < ξm−2 < +∞,

i = 1, ...,m − 2, ηi > 0. The p-Laplacian operator is defined as φp(s) = |s|p−2s, p > 1, (φp)−1 = φq,
1
p

+
1
q

= 1.

Throughout this paper we assume that following conditions hold:

(H1) ηi > 0, 0 <
m−2∑
i=1

ηiξ
α+β−2
i < Γ(α + β − 1);

(H2) f ∈ C([0,+∞) × [0,+∞) × [0,+∞), [0,+∞)), f (t, 0, 0) . 0 on any subinterval of (0,+∞) and f (t, (1 +
tα−1)u, (1 + tα−1)v) is bounded when u, v are bounded.

(H3) a : [0,+∞)→ [0,+∞) is not identical zero on any closed subinterval of [0,+∞) and∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ)dτ

)
ds < +∞.

By using Leray-Schauder Nonlinear Alternative theorem in [23], we get the existence of positive
solutions for the BVP (1). To the author’s knowledge, the existence of positive solutions for m-point p-
Laplacian fractional boundary value problems involving Riemann Liouville fractional integral boundary
conditions on the half line is not investigated till now. Thus, this results can be considered as a contribution
to this field. The organization of this paper is as follows. In section 2, we provide some definitions and
preliminary lemmas which are key tools for our main result. In section 3, we give and prove our main
result. Finally, in section 4, we give an example to illustrate how the main result can be used in practice.

2. Preliminaries

In this section, we introduce some preliminary facts which are used throughout this article. Now
we recall the following definitions, which can be found in [1, 7, 10, 16].
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Definition 2.1. [1] The integral

Iα0+ f (t) =
1

Γ(α)

∫ t

0
(t − s)α−1 f (s)ds, t > 0, α > 0,

is called Riemann-Liouville fractional integral of order α.

Definition 2.2. [1] For a function f (t) given in the interval [0,+∞), the expression

Dα
0+ f (t) =

1
Γ(n − α)

(
d
dt

) ∫ t

0

f (s)
(t − s)α−n+1 ds,

where n = [α] + 1, [α] denotes the integer part of number α, is called the Riemann-Liouville fractional derivative of
order α > 0.

Lemma 2.3. [1] Let α > 0. Assume that u ∈ C(0, 1) ∩ L(0, 1) with a fracdtional derivative of order α that belongs to
C(0, 1) ∩ L(0, 1). Then

Iα0+ Dα
0+ u(t) = u(t) + c1tα−1 + c2tα−2 + c3tα−3 + ... + cntα−n,

for some ci ∈ R, i = 1, 2, ...,n (n = [α] + 1).

Lemma 2.4. Let α, β > 0. f ∈ L1[a, b]. Then Iα0+ Iβ0+ f (t) = Iα+β
0+ f (t) = Iβ0+ Iα0+ f (t) and Dα

0+ Iα0+ f (t) = f (t), for all
t ∈ [a, b].

Lemma 2.5. Let α, β > 0 and n = [α] + 1, then the following relations hold:

Dα
0+ tβ−1 =

Γ(β)
Γ(β − α)

tβ−α−1, β > n,

Dα
0+ tk = 0, k = 0, 1, 2, ...,n − 1.

To prove the main result of this paper we need the following lemma.

Lemma 2.6. Let h ∈ C[0,+∞) with
∫ +∞

0
h(s)ds < ∞, then fractional BVP


Dα

0+ u(t) + h(t) = 0, t ∈ [0,+∞) , 2 < α ≤ 3,
u(0) = u′(0) = 0,

Dα−1
0+ u(+∞) =

m−2∑
i=1

ηiI
β
0+ u′(ξi)

(2)

has a unique solution

u(t) =

∫ +∞

0
G(t, s)h(s)ds, (3)
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where

G(t, s) =



[Γ(α + β − 1) −
m−2∑
i=1

ηi(ξi − s)α+β−2]tα−1
− [Γ(α + β − 1) −

m−2∑
i=1

ηiξi
α+β−2](t − s)α−1

Γ(α)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

, s ≤ min{t, ξi},

[Γ(α + β − 1) −
m−2∑
i=1

ηi(ξi − s)α+β−2]tα−1

Γ(α)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

, 0 ≤ t ≤ s ≤ ξi,

Γ(α + β − 1)tα−1
− [Γ(α + β − 1) −

m−2∑
i=1

ηiξi
α+β−2](t − s)α−1

Γ(α)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

, 0 ≤ ξi ≤ s ≤ t,

Γ(α + β − 1)tα−1

Γ(α)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

, s ≥ max{t, ξi}.

(4)

Proof. According to Lemma 2.3, the solution of (2) can be written as

u(t) = −Iα0+ h(t) + c1tα−1 + c2tα−2 + c3tα−3.

By the boundary conditions of (2), we know that c2 = 0, c3 = 0.

On the other hand, by Dα−1
0+ u(+∞) =

m−2∑
i=1

ηiI
β
0+ u′(ξi), we have

c1 =

Γ(α + β − 1)
∫ +∞

0
h(s)ds −

m−2∑
i=1

ηi

∫ ξi

0
(ξi − s)α+β−2h(s)ds

Γ(α)[Γ(α + β − 1) −
m−2∑
i=1

ηiξ
α+β−2
i ]

.

Therefore, the unique solution of fractional BVP (2) is

u(t) = −
1

Γ(α)

∫ t

0
(t − s)α−1h(s)ds +

Γ(α + β − 1)tα−1

Γ(α)[Γ(α + β − 1) −
m−2∑
i=1

ηiξ
α+β−2
i ]

∫ +∞

0
h(s)ds

−

m−2∑
i=1

ηitα−1

Γ(α)[Γ(α + β − 1) −
m−2∑
i=1

ηiξ
α+β−2
i ]

∫ ξi

0
(ξi − s)α+β−2h(s)ds

=

∫ +∞

0
G(t, s)h(s)ds,

where G(t, s) is defined by (4).
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Lemma 2.7. BVP (1) is equivalent to the integral equation

u(t) =

∫ +∞

0
G(t, s)φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds, (5)

where G(t, s) is defined by (4).

Proof. By the BVP (1) and Lemma 2.3, we have

φp

(
Dα

0+ u(t)
)

= ctγ−1
−

1
Γ(γ)

∫ t

0
(t − s)γ−1a(s) f (s,u(s),u′(s))ds.

Together with Dα
0+ u(t)|t=0 = 0, there is c = 0, and then

Dα
0+ u(t) = −φq

(
1

Γ(γ)

∫ t

0
(t − s)γ−1a(s) f (s,u(s),u′(s))ds

)
.

Therefore, BVP (1) is equivalent to the following problem


Dα

0+ u(t) + φq

(
1

Γ(γ)

∫ t

0
(t − s)γ−1a(s) f (s,u(s),u′(s))ds

)
= 0, t ∈ [0,+∞) ,

u(0) = u′(0) = 0,

Dα−1
0+ u(+∞) =

m−2∑
i=1

ηiI
β
0+ u′(ξi).

By Lemma 2.6, BVP (1) is equivalent to the integral equation (5). The proof is complete.

Lemma 2.8. If (H1) holds, then for all s, t ≥ 0 we have

0 ≤
G(t, s)

1 + tα−1 ≤ L, 0 ≤
Gt(t, s)
1 + tα−1 ≤ (α − 1)L,

where

L =
Γ(α + β − 1)

Γ(α)[Γ(α + β − 1) −
m−2∑
i=1

ηiξ
α+β−2
i ]

. (6)
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Proof. Simple computations give

Gt(t, s) =



[Γ(α + β − 1) −
m−2∑
i=1

ηi(ξi − s)α+β−2]tα−2
− [Γ(α + β − 1) −

m−2∑
i=1

ηiξi
α+β−2](t − s)α−2

Γ(α − 1)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

, s ≤ min{t, ξi},

[Γ(α + β − 1) −
m−2∑
i=1

ηi(ξi − s)α+β−2]tα−2

Γ(α − 1)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

, 0 ≤ t ≤ s ≤ ξi,

Γ(α + β − 1)tα−2
− [Γ(α + β − 1) −

m−2∑
i=1

ηiξi
α+β−2](t − s)α−2

Γ(α − 1)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

, 0 ≤ ξi ≤ s ≤ t,

Γ(α + β − 1)tα−2

Γ(α − 1)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

, s ≥ max{t, ξi}.

(7)

Let us consider the case s ≤ min{t, ξi}, then we get

G(t, s) =

[Γ(α + β − 1) −
m−2∑
i=1

ηi(ξi − s)α+β−2]tα−1
− [Γ(α + β − 1) −

m−2∑
i=1

ηiξi
α+β−2](t − s)α−1

Γ(α)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

≥

[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2](tα−1

− (t − s)α−1)

Γ(α)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

=
tα−1
− (t − s)α−1

Γ(α)

≥ 0,

Gt(t, s) =

[Γ(α + β − 1) −
m−2∑
i=1

ηi(ξi − s)α+β−2]tα−2
− [Γ(α + β − 1) −

m−2∑
i=1

ηiξi
α+β−2](t − s)α−2

Γ(α − 1)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]



D. Oz, I.Y. Karaca / Filomat 34:9 (2020), 3161–3173 3167

≥

[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2](tα−2

− (t − s)α−2)

Γ(α − 1)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

=
tα−2
− (t − s)α−2

Γ(α − 1)

≥ 0.

If s ≤ min{t, ξi} then

G(t, s)
1 + tα−1 ≤

Γ(α + β − 1)(tα−1
− (t − s)α−1) +

m−2∑
i=1

ηiξi
α+β−2(t − s)α−1

(1 + tα−1)Γ(α)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

≤

Γ(α + β − 1)
tα−1

1 + tα−1 + [−Γ(α + β − 1) +

m−2∑
i=1

ηiξi
α+β−2]

(t − s)α−1

1 + tα−1

Γ(α)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

≤
Γ(α + β − 1)

Γ(α)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

−

(t − s)α−1

1 + tα−1

Γ(α)

≤
Γ(α + β − 1)

Γ(α)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

= L,

Gt(t, s)
1 + tα−1 ≤

Γ(α + β − 1)(tα−2
− (t − s)α−2) +

m−2∑
i=1

ηiξi
α+β−2(t − s)α−2

(1 + tα−1)Γ(α − 1)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

≤

Γ(α + β − 1)
tα−2

1 + tα−1 + [−Γ(α + β − 1) +

m−2∑
i=1

ηiξi
α+β−2]

(t − s)α−2

1 + tα−1

Γ(α − 1)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]
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≤
Γ(α + β − 1)

Γ(α − 1)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

−

(t − s)α−2

1 + tα−1

Γ(α − 1)

≤
Γ(α + β − 1)

Γ(α − 1)[Γ(α + β − 1) −
m−2∑
i=1

ηiξi
α+β−2]

= (α − 1)L.

Applying the same techniques to the other cases, the conclusion follows.

In this paper, we will use the Banach space E defined by

E =

{
u ∈ C1(R+,R+) : lim

t→∞

|u(t)|
1 + tα−1 < ∞, limt→∞

|u′(t)|
1 + tα−1 < ∞

}
.

are equipped with the norm ‖u‖ = max {‖u‖∞, ‖u′‖∞}, where ‖u‖∞ = sup
t≥0

|u(t)|
1 + tα−1 and R+ = [0,∞). Applying

some standard arguments about properties of a given Banach space, we can show that E is Banach spaces.
Basically in this paper, we use the Banach space E defined above. We introduce an operator T : E → E as
follows

(Tu)(t) =

∫ +∞

0
G(t, s)φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds, (8)

where G(t, s) is defined by (4).
It can be said that u is a solution of the fractional BVP (1) if and only if u is a fixed point of the operator

T on E. The following fixed point theorem is fundamental and essential to the proofs of our main results.

Theorem 2.9 (Leray-Schauder Nonlinear Alternative Theorem). [23] Let C be a convex subset of a Banach
space, U be a open subset of C with 0 ∈ U. Then every completely continuous map T : Ū → C has at least one of the
two following properties:

(E1) There exist an u ∈ Ū such that Tu = u.
(E2) There exist an u ∈ ∂U and λ ∈ (0, 1) such that u = λTu.

As a result of noncompactness of half line [0,∞), the Arzela−Ascoli theorem fails to work in space E. Thus in
order to show the compactness of the operator T defined by (8), we need to represent to following modified
compactness criterion.

Lemma 2.10. [3] Let V = {u ∈ C∞, ‖u‖ < l,where l > 0} , V(t) = {
u(t)

1 + tα−1 ,u ∈ V}, V′(t) = {
u′(t)

1 + tα−1 ,u ∈ V}. V is

relatively compact in E, if V(t) and V′(t) are both equicontinuous on any finite subinterval ofR+ and equiconvergent
at∞, that is for any ε > 0, there exists η = η(ε) > 0 such that∣∣∣∣∣∣ u(t1)

1 + tα−1
1

−
u(t2)

1 + tα−1
2

∣∣∣∣∣∣ < ε,
∣∣∣∣∣∣ u′(t1)
1 + tα−1

1

−
u′(t2)

1 + tα−1
2

∣∣∣∣∣∣ < ε,
∀u ∈ V, t1, t2 ≥ η (uniformly according to u).

Lemma 2.11. If conditions (H1)-(H3) hold, then the operator T : E→ E is completely continuous.
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Proof. In order to represent the proof, we divide it into the three steps as follows:
Step 1: In this step show that integral operator T : E→ E is continuous. Assume that un be a sequence in E
such that un → u and u′n → u′ as n→ +∞. Thus there exist positive constant r0 such that

max
{
‖u‖∞ , sup

n∈N
‖un‖∞

}
,max

{
‖u′‖∞ , sup

n∈N

∥∥∥u′n
∥∥∥
∞

}
< r0.

With the help of Lebes1ueDominatedConver1ence theorem and continuity of f, we conclude that∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,un(τ),u′n(τ))dτ

)
ds

→

∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds, n→∞.

Therefore considering Lemma 2.8, we can get

‖Tun − Tu‖∞ ≤ L
∣∣∣∣∣ ∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,un(τ),u′n(τ))dτ

)
ds

−

∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds

∣∣∣∣∣
→ 0, n→ +∞,

‖T′un − T′u‖∞ ≤ (α − 1)L
∣∣∣∣∣ ∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,un(τ),u′n(τ))dτ

)
ds

−

∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds

∣∣∣∣∣
→ 0, n→ +∞.

Therefore

‖Tun − Tu‖ → 0, n→ +∞.

Thus, T is continuous.
Step 2: In order to prove the relatively compactness of operator T : E→ E. From the definition of E, we can
choose r0 such that sup

u∈E
‖u‖ < r0. Let

Br0 = sup{ f (t, (1 + tα−1)u, (1 + tα−1)u′), (t,u,u′) ∈ [0,+∞) × [0, r0] × [0, r0]}

and Ω be any bounded subset of E. Then there exists r > 0 such that ‖u‖ ≤ r for all u ∈ Ω. Then using
conditions (H2), (H3) and Lemma 2.8, we have

‖Tu‖∞ ≤ L
∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds

≤ Lφq(Br)
∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ)dτ

)
ds

< +∞, u ∈ Ω.
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Similarly we can show that ‖(Tu)′‖∞ < ∞ for u ∈ Ω. It show that TΩ is uniformly bounded. Next, we show
that TΩ is equicontinuous on [0,+∞). For any a > 0 and t1, t2 ∈ [0, a], without loss of generality, we may
assume that t2 > t1. For all u ∈ Ω, we have

∣∣∣∣∣∣ (Tu)(t2)
1 + tα−1

2

−
(Tu)(t1)
1 + tα−1

1

∣∣∣∣∣∣ ≤
∫ +∞

0

∣∣∣∣∣∣ G(t2, s)
1 + tα−1

2

−
G(t1, s)
1 + tα−1

1

∣∣∣∣∣∣φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds

≤

∫ +∞

0

∣∣∣∣∣∣ G(t2, s)
1 + tα−1

2

−
G(t1, s)
1 + tα−1

2

∣∣∣∣∣∣φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds

+

∫ +∞

0

∣∣∣∣∣∣ G(t1, s)
1 + tα−1

2

−
G(t1, s)
1 + tα−1

2

∣∣∣∣∣∣φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds

≤

∫ +∞

0

∣∣∣∣∣∣G(t2, s) − G(t1, s)
1 + tα−1

2

∣∣∣∣∣∣φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds

+

∫ +∞

0

G(t1, s)|tα−1
2 − tα−1

1 |

(1 + tα−1
1 )(1 + tα−1

2 )
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds

≤
2L|tα−1

2 − tα−1
1 |

1 + tα−1
2

∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds

So we conclude that∣∣∣∣∣∣ Tu(t2)
1 + tα−1

2

−
Tu(t1)

1 + tα−1
1

∣∣∣∣∣∣ ≤ 2L|tα−1
2 − tα−1

1 |

1 + tα−1
2

∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds

→ 0 as uniformly t1 → t2 f or u ∈ Ω.

Similarly we can prove that ∣∣∣∣∣∣ T′u(t2)
1 + tα−1

2

−
T′u(t1)
1 + tα−1

1

∣∣∣∣∣∣→ 0,

when uniformly t1 → t2. Hence, TΩ is equicontinuous on [0,+∞).
Step 3: At last we must prove that TΩ is equiconvergent at infinity. For any u ∈ Ω, we have∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds ≤ φq(Br)

∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ)dτ

)
ds < +∞.

From Lemma 2.8, we can get

lim
t→+∞

∣∣∣∣∣ Tu(t)
1 + tα−1

∣∣∣∣∣ = lim
t→+∞

∣∣∣∣∣∣
∫ +∞

0

G(t, s)
1 + tα−1φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds

∣∣∣∣∣∣
≤ L

∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds

< +∞.

Similarly we can obtain the following

lim
t→+∞

∣∣∣∣∣ (Tu)′(t)
1 + tα−1

∣∣∣∣∣ < +∞.

Hence, TΩ is equiconvergent at infinity. Consequently, by means of compactness criterion in Lemma 2.10,
we deduce that integral operator T : E→ E is completely continuous operator.
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For easy statement, denote

M = L(α − 1)φq(Bδ)
∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ)dτ

)
ds (9)

where L is defined by (6).

3. Main result

Theorem 3.1. Let that conditions (H1) − (H3) hold and the following condition is satisfied:
there exist positive constant δ such that

δ
M
≥ 1. (10)

Then the fractional BVP (1) has a positive solution u = u(t) such that

0 ≤
u(t)

1 + tα−1 ≤ δ, 0 ≤
u′(t)

1 + tα−1 ≤ δ, t ∈ [0,+∞).

Proof. Let us consider the following fractional BVP

Dγ
0+

(
φp

(
Dα

0+ u(t)
))

+ λ(t) f (t,u(t),u′(t)) = 0, t ∈ [0,+∞), 2 < α ≤ 3, λ ∈ (0, 1),
u(0) = u′(0) = 0,

lim
t→+∞

Dα−1
0+ u(t) =

m−2∑
i=1

ηiI
β
0+ u′(ξi), Dα

0+ u(t)|t=0 = 0,

0 < ξ1 < ξ2 < ... < ξm−2 < +∞, ηi > 0, β > 0, 0 < γ ≤ 1.

(11)

We know that solving (11) is equivalent to solving the fixed point problem u = λTu.
Assume that

U = {u ∈ E | ‖u‖ < δ} .

We claim that there is no u ∈ ∂U such that u = λTu for λ ∈ (0, 1).
The proof is immediate, because if there exist u ∈ ∂U with u = λTu, then for λ ∈ (0, 1) we have

‖u(t)‖∞ = ‖λ(Tu)(t)‖∞ = sup
t∈[0,+∞)

λ

∣∣∣∣∣ (Tu)(t)
1 + tα−1

∣∣∣∣∣
< sup

t∈[0,+∞)

∫ +∞

0

G(t, s)
1 + tα−1φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ,u(τ),u′(τ))dτ

)
ds

≤ L
∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ) f (τ, (1 + τα−1)

u(τ)
1 + τα−1 , (1 + τα−1)

u′(τ)
1 + τα−1 )

)
ds

≤ Lφq(Bδ)
∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ)dτ

)
ds

≤M.

Analogously we can show that

‖u′(t)‖∞ = ‖λ(Tu)′(t)‖∞ = sup
t∈[0,+∞)

λ

∣∣∣∣∣ (Tu)′(t)
1 + tα−1

∣∣∣∣∣ < M.

Both inequality, we conclude that ‖u‖ = ‖λTu‖ < M. This yields that

δ
M
< 1,
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which is contradiction with (10). Then by means of Theorem 3.1, the fractional BVP (1) has a positive
solution u = u(t) such that

0 ≤
u(t)

1 + tα−1 ≤ δ, 0 ≤
u′(t)

1 + tα−1 ≤ δ, t ∈ [0,+∞).

This completes the proof.

4. Example

Example 4.1 Let α =
5
2
, β =

1
2
, η1 = η2 = ξ1 =

1
3
, ξ2 =

2
3
, m = 4, p = 2, φp(u) = u, γ = 1,

f (t,u, v) =
1
9

(
2u

1 + t
3
2

+
u′

1 + t
3
2

+ 1
)

in the BVP (1). Now we consider the following fractional BVP


D1

0+

(
φp

(
D

5
2
0+ u(t)

))
+ a(t) f (t,u(t),u′(t)) = 0, t ∈ [0,+∞),

u(0) = u′(0) = 0,

lim
t→+∞

D
3
2
0+ u(t) =

2∑
i=1

ηiI
1
2
0+ u′(ξi), D

5
2
0+ u(t)|t=0 = 0.

(12)

Now, we show that the conditions (H1)-(H3) hold. η1 = η2 =
1
3
> 0,

2∑
i=1

ηiξi =
1
3
< Γ(2) = 1. Then the

condition (H1) is satisfied. f (t, 0, 0) =
1
9
. 0 on any subinterval of (0,+∞). Let u, v are bounded, then there

exists δ > 0 such that ‖u‖∞ ≤ δ and ‖v‖∞ ≤ δ .We have Bδ = sup{ f (t, (1 + t
3
2 )u, (1 + t

3
2 )v), (t,u, v) ∈ [0,+∞)×

[0, δ]× [0, δ]} =
3δ + 1

9
since f (t, (1 + t

3
2 )u, (1 + t

3
2 )v) =

2u + v + 1
9

≤
3δ + 1

9
for (t,u, v) ∈ [0,+∞)× [0, δ]× [0, δ].

This yields that f (t, (1 + t
3
2 )u, (1 + t

3
2 )v) is bounded. Thus the condition (H2) is satisfied. We take∫ +∞

0
φq

(
1

Γ(γ)

∫ s

0
(s − τ)γ−1a(τ)dτ

)
ds =

∫ +∞

0

∫ s

0
a(τ)dτds = 1 < +∞.

Hence the condition (H3) is satisfied. Choose Bδ =
3δ + 1

9
≥

1
3.921

. It is easy see by calculating that by (6)

L =
Γ(α + β − 1)

Γ(α)[Γ(α + β − 1) −
m−2∑
i=1

ηiξ
α+β−2
i ]

=
1

3
√
π

4 (1 − 1
3 )

=
2
√
π
≈ 1.128

and by (9)

M = L(α − 1)φq(Bδ)
∫ +∞

0

∫ s

0
a(τ)dτds =

2
√
π

3
2

Bδ.1 =
3
√
π

Bδ ≈ (1.693)Bδ.

Finally, since
9Bδ − 1

3
≥ (1, 693)Bδ with Bδ ≥

1
3.921

, the condition (10) is satisfied. By means of Theorem 3.1,
we conclude that the fractional BVP (12) has at least one positive solution u = u(t) such that

0 ≤
u(t)

1 + t
3
2

≤ δ, 0 ≤
u′(t)

1 + t
3
2

≤ δ, t ∈ [0,+∞).
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