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An Efficient Method for the Numerical Solution of the Nonlinear
Hammerstein Fractional Integral Equations

M. Nili Ahmadabadi? M. R. Velayati®

“Department of Mathematics, Najafabad Branch, Islamic Azad University, Najafabad, Iran

Abstract. In this paper, we present a numerical method for solving nonlinear Hammerstein fractional
integral equations. The method approximates the solution by Picard iteration together with a numerical in-
tegration designed for weakly singular integrals. Error analysis of the proposed method is also investigated.
Numerical examples approve its efficiency in terms of accuracy and computational cost.

1. Introduction

Let ] : R — R be a Lipschitz continuous function with constant L, i. e.
J(x) = J(y)l < Llx = yl,
for all x, y € R. We consider the nonlinear Hammerstein fractional integral equation
2(x) = a()D*[J ()] + f(x),
that is
_ a7

z(x) = T J, (x = ¥ (z() dt + f(x), 1)

where0 <x <T,0<a<1landg,f :[0,T] = R are continuous functions. Without loss of generality, we

suppose that [(0) = 0. Otherwise, /(0) can be added and subtracted to J(z(f)) to find a new equation of the
same type.

Remark 1.1. Lipschitz condition together with J(0) = 0 imply |J(x)| < Llx|.

Due to their vast area of applications, Hammerstein integral equations have been extensively studied
by prominent mathematicians and engineers. A collocation method was presented by Kumar and Sloan
[6] and its super-convergence properties were studied by Kumar [4]. The connection between Kumar and
Sloan’s method and the iterated spline collocation method was discussed by Brunner [2]. Two discrete
collocation methods were presented by Kumar [5] and Atkinson and Flores [1]. In particular, a spline
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collocation method and a product integration method for the weakly singular Hammerstein equations
were studied by Kaneko, Noren and Xu [3].

The shortcoming of numerical methods such as collocation, RBE, etc., is that they assume a degree of
regularity on the elements involved in the equation or on its solution. This shortcoming can be overcome
with abstract methods such as Picard iteration method in Banach spaces. Recently in [7] Picard iteration has
been utilized to solve the linear counterpart of (1). In this paper, we utilize Picard iteration together with a
suitable numerical method for weakly singular integrals to solve the nonlinear Hammerstein Equation (1).

The rest of the paper is outlined as follows: Subsection 1.1 brings the necessary preliminaries. Existence
and uniqueness have been addressed in Section 2. The numerical method and its convergence and error
analysis are provided in Section 3. In Section 4, we bring a few numerical experiment to illustrate the
accuracy and reliability of the proposed method. Section 5 concludes the paper with some discussions on
the paper.

1.1. Preliminaries
We start with some common notations that will be used in the paper.

Definition 1.2. Let f : [0, T] — R. The fractional (order) integral of f of order o (0 < @ < 1) is defined as

104 — 1 * oa—
D) = s fo (= DL £ d,

where T(a) = fooo e*x* 1 dx, for a > 0.

To solve (1), we employ fixed point theory. First, the main result for fixed points of an operator on a
Banach space must be reminded.

Definition 1.3. Let (X, || - ||) be a Banach space. A mapping F : X — X is called a B-contraction if there exists a
constant 0 < B < 1 such that

IF(x) = FW)Il < Bllx = vll,
forallx,y € X.
The contraction principle on a Banach space is
Theorem 1.4. Let (X, || - ||) be a Banach space and F : X — X be a B-contraction. Then
(a) equation x = F(x) has exactly one solution, i.e. F has exactly one fixed point X € X;

(b) the sequence of successive approximations x,+1 = F(x,), n € IN, converges to the solution X, for any arbitrary
choice of initial point xy € X;

(c) the error estimate

n

[l — Il < llx1 = xoll,

<1-p
holds for every n € IN.

Remark 1.5. In the above theorem, we can replace X with a closed subset Y C X that satisfies F(Y) CY .
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2. Existence and uniqueness of the solution

As in [7], we define the associated integral operator F by

ax)

@ ( — G0 dt + f(0),

F(z)(x) =

421

)

where g, f are real value continuous functions defined on [0, T]. Then it is fairly easy to show that F(C[0, T]) €
C[0,T], so F : C[0,T] — C[0, T] is well defined. It is clear that the solution of integral equation (1) is the

fixed point of operator F.
Let X = C[0, T] have been equipped with the Bielecki norm

llzllo := max |z(x)le™", x € X,
x€[0,T]

for some suitable 0 > 0, then (X, || - ||¢) is a Banach space. For some r > 0 the ball
B,(f) :=={z € C[0, T]: llz— fllo <},
is considered. We have:

Theorem 2.1. Let F : X — X be defined by (2) and the constant O of the Bielecki norm on X chosen so that

o«
<
llall < 57

where || - || denotes the Chebyshev norm. Then
(a) F has exactly one fixed point z* € B,(f), where r = n}g])g] Lf ()l
x€[0,

(b) the sequence of successive approximations
Zp+1 = P(Zn)l n= 0/1/*"1

converges to the solution z* for any arbitrary initial point zg € B,(f);
(c) the error estimate

n

1-

Iz, — z°|l < ﬁllzl - Zoll,

holds for every n € IN.
Proof. First, we show that F(B,(f)) C B,(f). Let z € B,(f). Fix x € [0, T]. We have

P - o< 5 [ = oo a
< Biyo [ - e ar

Since ||z — fllg < 1, for every x € [0, T] we have
(1 + %) < f(x) — e < z(x) < f(x) + re% < (1 +€%).

Multiplying the sides of above inequality by e=%%, using the fact that e=% < 1 and (3), it follows that
—2r < z(x)e™%* < 2r.

So ||zll¢ < 27 and then ||J(z)|lg < 2Lr. Thus

IF(z(x)) — f(x)] —r”(” 2Lr f (x — ) 1e? dt.

(4)
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If we use change of variables u = 8(x — f), we will have 0 < u < Ox and then

lal ;o o
[F(z(x)) = f(x)] < )2L 0~ fo u e du

< |lall2Lre®* 67 < re~.

Then ||F(z) — fllo < r and F(B,(f)) € B,(f). Next, for every fixed y,z € C[0, T] we have

PG - o < 0 [ e e - sl

al 10
< Tyt yn@f(x—t '

If we use change of variables u = 9(x — t) as above, we have:

Ox
IF(0) ~ F)] < A9l 11z — yllge® 0 f utet dt
@ !

< Qa “kz = yllo-

9 — <1 All the conclusions follow from Theorem 1.4. []

By (3), F is a contraction with constant q =

3. The iterative numerical method

In (4) we have singular integrals that need to be approximated numerically. There are various techniques
for doing that. We consider a simple method, product integration (see e. g. [9]). To approximate

b
10)= [ gty

for ¢ a smooth function and a near singular or singular weight function w, we produce a sequence of
functions ¢, such that [|¢) — ¢,,|| = 0 as m — oo and the integrals

b
I(¢)m)=f O (Hw(t)dt,

are easy to compute. Then

b
(@) = I(Pm)] < |I<¢>—<¢>m||f lw(b)] dt. (5)

So I(¢n) — I(¢) as m — 1 at least as fast as ¢, — .
In our problem

1) = f o) — B dt,

for a fixed x > 0, ¢ € C?[0,x] and w(t) = (x — 1), fora (0 <a < 1).
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3.1. Product trapezoidal method

If piecewise linear interpolation of the function ¢ is used to produce the sequence ¢,,, then the product

trapezoidal method is obtained.

We consider the equidistant nodes s, = kh = k%, fork=0,...,mand for every t € [si_1,s;]

Oult) = 71651~ D9(611) + (=591

Then

llp = Pumll < %2”(1)””,

and

tha ’”
() — I(Pm)ll < gM’ II.

We can write

1(¢)=i f byt dtzi f " pulBrol® dt:iwicp(s,-).
i=1 Vsi1 i=1 Vsi-1 i=0

The coefficients in (7) are given by

wy = %f (s1 — Hw(t) dt,

1 S Si+1
w; = i ( (t — si—1)w(t) dt + (si+1 — Hw(t) dt), i=1,....m-1,
Si-1 Si
1 Sim
Wy = — (t — sp—1)w(t) dt.
Sm-1

In each of above integrals, we have s, k = 0,...,s,-1 as lower bounds.

t — s = uh, we obtain 0 < u < 1 then
1 1
wWo = hf (1 —wyw(sg + uh) du = hf (1 = u)(x — uh)* ‘du,
0 0
1 1
w; = hf uw(si—1 + uh) du + hf (1 — wyw(s; + uh) du
0 0
1 1
=h f u(x = (i=1+uwh)* " du+h f (1 = w)(x = (i + wh)* " du,
0 0
1 1
Wy = hf uw(Sy,—1 + uh) du = hf u(x — (m -1+ wh)* ‘du.
0 0
If we denote by

1
YP1(i) = j; u(x — (i + wh)* ! du

,i=0,1,...,m—-1,

1
Ua(i) = fo (1 —u)(x — (i + wh)* ' du,

using the change of variables
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then the coefficients of the quadrature formula can be expressed as

wo = h(0),
Wi = h(@r i = 1)+ a(@), i=1,...,m—1, ©)
W = hpr (1 — 1).

For the integrals in (2). Let m be fixed, h = % and xx = kh,k=0,1,...,m. For a fixed k € {0, ..., m} denote

by wi(t) = (xx — )21 the weight function. On each interval [0, t], we use the nodes {xo, ..., x¢}. If use (7) we
have

jﬂn%fmem=wammmm
0 0
k
= Y W0ikf(@a(xi)) + R, (10)
i=0

where w;x,i =0, ...,k are coefficients that obtain from formula (9) with

1 1
P1(d) = f (e = (i + wh)* ™ du = p*! f uk — (i + u)* ! du
0 0

— ha—l((k_i)a+l —(—i+k—1)"‘(0z—i+k))

o+ D i=0,... k-1, (11)

1 1
PYox(i) = fo (1= ) — (i + wh)* ™ du = h! fo (1 —u)k — G +u)* " du

f@+i=k+1)(k—i)*+ (=i +k—1)*1) |
:h‘”(( )(a(all)( ) ),z:O,...k—l, (12)
and where R, is the error. By (6) we have
h2Te
Rusl < 0@ (13)

As seen above, error bound is independent of k and so we can write R, instead of R, x. Also for any fixed k
and i,

a-1

Wik = P2)() = [k — i) — (ki — 1] (14)

[04

3.2. Convergence and error analysis

Assume the conditions of Theorem 1.4 are satisfied and 4, f,] € C?[0, T], we can choose zy € B,( Hn
C?[0, T], such that z, € B,( Hn C?[0, T] and, thus, the sequences {z,}, {z,} and {z]} are bounded. Let

M, = max{llall, la’ll, lla” I},

My = max{l|fll, ILFII 11£71I}-

Also, let M > 0 be a constant satisfying

max{||(J(z,)"Il,L} <M, n=0,1,.... (15)
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The constant M may depend on M,, My, r and 0, but not on m, k or n. Then, for the remainder in (13), we
have

TZT“
Ril < g-M,n=0,1,..... (16)

As seen the bound is independent of n then we can use R instead of R,.
Now we define the numerical method iteratively, using (2), starting with zg := f. Fork =0,...,m, we
have

zo(xx) = f(xk
20n10) = T8 [ 00~ e+ fa), =01, 7

and we apply the numerical integration scheme (10) to the integrals in (17). We have the following
approximations:

k
2101 = Tl ) sl () + R) + )
i=0

=21(Xk)+R1, k=1,2,...,m

where
a(x) v
B1w) = Ty D ) + f@).
i=0
By (16) we have
2Ta 2
lzs - 20l < 1Ry < r]\f LE rj\fa ) M=o, (18)

where
Iz — Zull = max |z, (xx) — 2, (xx)l,
xkE[O,T]

and

. T«
T T(a+ 1)M“M

Further, we have

a(xk
I(a)
_a(xy)

e

a(xk

22() = ) f T () — 5 e+ )

(Z Wi (21(x)) + R) + f(xi)

(2 Wik (1) + Ra) + R) + f(x1).
Let

Za(xx) =

a(xi) £ .
W ;‘ WikJ(&1(xi)) + f(xi)-
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Thus

la (x|
I'(a)

Ia(xk)l

|z2 (k) — Z2(x)| <

k
(Eszsz0+RD—K%WMPHM)

WMZMHW) (19)

By (9), (11), (12) and (14), for every k = 0,...,m we have

k k=1
Lk ) ) (hk)x T
h - =—[k=-0)*-(k-i-1)"]= < —.
;w-;Wu¢M@ =i~ (k=i=1)= =< —
Now, we replace this and (18) and (16) in (19) to obtain
s ~ 22l < ol < L )
2= 2= I'(a ) a  8mla
M, TZT“ M , .
ST+ 8m 2M(M 1) = m2(M+1).
If we continue this process we find
a(x) y
=——7§:wwﬂ%4&m+f@w, (20)
i=0
and by induction we can prove
s TM A T2M(1 — M"
iz — 24l < IRy < —]\f(M’H FMT2 4+ 1) = # (21)
8m 8m?(1 — M)
Now, we can prove the next theorem.
Theorem 3.1. Assume the conditions of Theorem 1.4 are satisfied and a, f, | € C?[0,T] and
- T*MM
T T(a+1) @2)

Then the error estimate of approximations 2,, n = 1,2,. .., given by (21) for true solution z* of (1) is

" T2M
T2y - zoll +

12, = z*|l < —_——.
I-gq 8m2(1 — M)

Proof. By (21), (22) and Theorem 1.4 we have

llz" = Zull < 112" = Zull + [|20 = Zall

q" M
llz1 — zoll + ————=.
1-¢g 8m?(1 — M)

<
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4. Numerical experiments

In order to investigate the proposed method numerically, we bring a few numerical examples. These
examples demonstrate the effect of the Lipschitz constant on the accuracy.

Example 4.1. Consider the integral equation
X Z(t)2 11/2

x—t

5 32x

dt +x° — ,
315Vn

z(x) =

8T(05) J, x €[0,1].

32x11/2
315
to verify that for r = 1, z* € B,(f). In this problem M, = 0125, M = 4 and T = 1 thus, M ~ 056419 < 1. The
all conditions of Theorem 3.1 are fulfilled. For consider the product trapezoidal, we take m = 5,13,21,25,29. Table

1 contains the errors |2, — z*|| = max |2, (xx) — 2" (xx)|. Figure 1 displays the graphs of the true solution z*(x) and of
the approximate solution 2,, for n = 16 iterations and m = 29 nodes.

The exact solution of this equation is z*(x) = x> and a(x) = g, a =05, f(x) = x> - and J(x) = x. It is easy

X 5 13 21 29

1 | 3.03876x 1073 | 4.5798 x10~° | 4.75515x 10> | 4.80804 x 1073
6 | 272832107 | 439224 x 107 | 1.72901 x 107 | 9.19643 x 10~
11 | 2.72835x 1073 | 4.39231 x 1074 | 1.72906 x 104 | 9.19683 x 10~
16 | 272835 x 1073 | 4.39231 x 10~ | 1.72906 x 10* | 9.19683 x 105

Table 1: Error estimates |[z* — Z,|| for Example 4.1

1.0+

0.8

06

04}

0.2

02 0.4 06 08 1.0
—— exactsolution e approximate solution

Figure 1: Example 4.1 for m=29 and n=16

Example 4.2. Consider the integral equation

x Tt -1
50r(0.5) J,

X3/2

25+n

z(x) =

+x, x €[0,2].

N dt — ;—Oxexerf( \/E) +
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X 1 3/2
The exact solution of this equation is z*(x) = x and a(x) = 50’ a=05 f(x)= —%xe"erf ( \/J_C) + + x, when

X
erf(x) is the integral of the Gaussian distribution, given by erf(x) = i\/_ f e dtand J(x) = " — 1. It is easy to
T Jo

verify that for r = 1, z* € B.(f). In this problem M, = 0.04, M = 7.39 and T = 2 thus, M ~ 0471649 < 1. The
all conditions of Theorem 3.1 are fulfilled. For consider the product trapezoidal, we take m = 5,13,21,25,29. Table
2 contains the errors |12, — z*|| = max |2, (xx) — z*(x¢)|. Figure 2 displays the graphs of the true solution z*(x) and of

the approximate solution 2,, for n = 16 iterations and m = 29 nodes.

X 5 13 21 29

1 | 3.35438x 1072 | 3.42524 x 1072 | 343213 x 1072 | 3.43410 x 102
6 | 3.84753x 1073 | 6.07432x 107* | 237790 x 10~* | 1.25982 x 10~
11 | 3.85026 x 107 | 6.08231 x 107 | 2.38422 x 107* | 1.26564 x 10~
16 | 3.85026 x 107 | 6.08231 x 107 | 2.38422 x 107* | 1.26564 x 10~

Table 2: Error estimates [|z* — 2,|| for Example 4.2
2.0 ;
15 w
1.0 »
0.5 ;

1 n n n n 1 n n n n 1 n n n n 1

0.5 1.0 1.5 2.0

—— exactsolution e approximate solution

Figure 2: Example 4.2 for m=29 and n=16

Example 4.3. Consider the integral equation

1 * sin(z(t))

B 50x1.9
™ = 3509) J, Gopod

171T (0.9)’

dt +sin~'(x) — x €[0,2].

1 1.9
The exact solution of this equation is z*(x) = sin~(x) and a(x) = 5 a= 09, f(x) = sin~(x) — %(09) and
J(x) = sinx. It is easy to verify that for r = 1, z* € B,(f). In this problem M, = 0.5, M = 1 and T = 1, thus
M =~ 0.519877 < 1. The all conditions of Theorem 3.1 are fulfilled. For consider the product trapezoidal, we take
m = 5,13,21,25,29. Table 3 contains the errors |2, — z*|| = maxy |2,(xx) — z*(xx)|. Figure 3 displays the graphs of
the true solution z*(x) and of the approximate solution Z,, for n = 16 iterations and m = 29 nodes.
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n 5 13 21 29
1 | 3.01427 x 1072 | 3.29392 x 1072 | 3.34547 x 1072 | 3.36534 x 1072
6 | 1.76766 x 1077 | 1.25929 x 1077 | 1.21691x 1077 | 1.20726 x 10~/
11 | 3.81183 x 1071% | 5.95821 x 107 * | 4.37446 x 10~1* | 3.96678 x 10~
16 | 5.65259 x 1071 | 9.12914 x 102! | 3.87558 x 102! | 2.87340 x 102!

Table 3: Error estimates [|z* — Z,|| for Example 4.3

1 n n n 1 n n n 1 n n n 1 n n n 1

0.2 0.4 0.6 0.8 1.0

—— exactsolution e

Figure 3: Example 4.3 for m=29 and n=16

5. Conclusion

We have utilized the Picard iteration together with a suitable numerical method for weakly singular
integration for the nonlinear Hammerstein fractional integral equations. Error and convergence analysis
of the proposed method have been provided. Numerical experiments are in good agreement with our
theoretical analysis. In particular, they show the effect of Lipschitz constant on the amount of required
computations. They also demonstrate the reliability and efficiency of the proposed method.
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