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Abstract. In this paper, we introduce a general viscosity-type extragradient method for solving the fixed
point problem of an asymptotically nonexpansive mapping and the variational inclusion problem with two
accretive operators. We obtain a strong convergence theorem in the setting of Banach spaces. In terms of
this theorem, we establish the strong convergence result for solving the fixed point problem (FPP) of an
asymptotically nonexpansive mapping and the variational inequality problem (VIP) for an inverse-strongly
monotone mapping in the framework of Hilbert spaces. Finally, this result is applied to deal with the VIP
and FPP in an illustrating example.

1. Introduction

Let H be a Hilbert space with norm ‖ · ‖ and inner product 〈·, ·〉. Given a nonempty closed convex subset
C ⊂ H. Let PC be the metric projection of H onto C. Consider the classical variational inequality problem
(VIP) of finding a point z ∈ C such that 〈Az, x − z〉 ≥ 0, ∀x ∈ C, where A : C→ H is an operator. The set of
solutions of the VIP is denoted by VI(C,A). It is known well that the variational inequality theory has been
widely applicable for diverse disciplines in pure and applied sciences, for example, differential equations,
time-optimal control, optimization, mathematical programming, mechanics, economics and other applied
science fields; see, e.g., [2–7, 21, 24, 25]. In the past few decades, many methods have been suggested and
improved for solving the VIP. Among these methods, Korpelevich’s extragradient method is one of the
most popular ones. In 1976, Korpelevich [15] introduced the extragradient method for solving saddle point
problems. Subsequently, this method was successfully extended to the development of solving variational
inequalities in both Euclidean and Hilbert spaces. More precisely, Korpelevich’s extragradient method is
specified as follows: for any given u0 ∈ C, {uk} is the sequence generated by{

vk = PC(uk − λAuk),
uk+1 = PC(uk − λAvk) ∀k ≥ 0, (1.1)
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with constant λ ∈ (0, 1
L ). It is worth pointing out that the convergence of the sequence {uk} only requires

that the operator A is monotone and Lipschitz continuous. Meantime, the sequence {uk} has only weak
convergence. In recent years, Korpelevich’s extragradient method has received great attention given by
many authors, who improved and modified it in various ways; see e.g., [8, 11, 12, 17, 20, 26] and references
therein.

Recently, many authors investigated the problem of finding

z ∈ Fix(S) ∩ (A + B)−10, (1.2)

where A : C → H is an inverse-strongly monotone mapping, B : D(B) ⊂ C → 2H is a maximal monotone
operator, and S : C → C is a nonexpansive mapping; see, [9, 13, 14, 19, 22, 23] and the references therein.
In 2011, Manaka and Takahashi [18] introduced the following iterative process: for any given x0 ∈ C, {xk} is
the sequence generated by

xk+1 = αkxk + (1 − αk)SJB
λk

(xk − λkAxk) ∀k ≥ 0, (1.3)

where {αk} ⊂ (0, 1) and {λk} ⊂ (0,∞). They proved the weak convergence of {xk} to a point of Fix(S)∩(A+B)−10
under some appropriate assumptions.

Recently, Takahashi et al. [28] invented a Mann-type Halpern iterative scheme for finding a common
solution of the FPP of a nonexpansive mapping S : C → C and the VI for an α-inverse-strongly monotone
mapping A : C → H and a maximal monotone operator B : D(B) ⊂ C → H, i.e., for any given x1 = x ∈ C,
{xk} is the sequence generated by

xk+1 = βkxk + (1 − βk)S(αkx + (1 − αk)JB
λk

(xk − λkAxk)) ∀k ≥ 1, (1.4)

where {λk} ⊂ (0, 2α) and {αk}, {βk} ⊂ (0, 1) are such that (i) limk→∞ αk = 0,
∑
∞

k=1 αk = ∞; (ii) 0 < a ≤ λk ≤ b <
2α, limk→∞(λk − λk+1) = 0; and (iii) 0 < c ≤ βk ≤ d < 1. They proved that {xk} converges strongly to a point
of Fix(S) ∩ (A + B)−10.

Meantime, let F : C→ H be a monotone and L-Lipschitzian mapping, A : C→ H be anα-inverse strongly
monotone mapping, B be a maximal monotone mapping with D(B) = C and S : C→ C be a nonexpansive
mapping such that Ω := Fix(S)∩ (A+B)−10∩VI(C,F) , ∅. Ceng et al. [9] introduce the following Mann-type
hybrid extragradient algorithm: for any given x0 = u ∈ C, {xk} is the sequence generated by

yk = PC(xk − µkFxk),
t̂k = JB

λk
(I − λkA)PC(xk − µkFyk),

zk = (1 − αk − α̂k)xk + αk t̂k + α̂kSt̂k,
Ck = {z ∈ C : ‖zk − z‖ ≤ ‖xk − z‖},
Qk = {z ∈ C : 〈xk − z, x − xk〉 ≥ 0},
xk+1 = PCk∩Qk u ∀k ≥ 0,

(1.5)

where JB
λk

= (I + λkB)−1, {µk} ⊂ (0, 1
L ), {λk} ⊂ (0, 2α] and {αk}, {α̂k} ⊂ (0, 1] such that αk + α̂k ≤ 1. They proved

strong convergence of {xk} to the point PΩu under some appropriate conditions.
Let C be a nonempty closed convex set in a real Banach space E with the dual E∗. Given a self-mapping

T on C. We use the notation Fix(T) to stand for the set of fixed points of T. Recall that T is said to be
asymptotically nonexpansive if ∃{θn} s.t. limk→∞ θk = 0 and ‖Tku−Tkv‖ ≤ (1 +θk)‖u− v‖ ∀u, v ∈ C, k ≥ 0. In
particular, if θk = 0 ∀k ≥ 1, then T is said to be nonexpansive. A mapping f : C→ C is called a contraction
if ∃ρ ∈ [0, 1) s.t. ‖ f (u)− f (v)‖ ≤ ρ‖u− v‖ ∀u, v ∈ C. Recall that the normalized duality mapping J from E into
the family of nonempty (by Hahn-Banach’s theorem) weak∗ compact subsets of E∗ satisfies J(τu) = τJ(u)
and J(−u) = −J(u) for all τ > 0 and u ∈ E.

The modulus of convexity of E is the function δ : (0, 2]→ [0, 1] defined by

δE(ε) = inf{1 −
‖u + v‖

2
: u, v ∈ E, ‖u‖ = ‖v‖ = 1, ‖u − v‖ ≥ ε}.
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The modulus of smoothness of E is the function ρE : R+ := [0,∞)→ R+ defined by

ρE(τ) = sup{
‖u + τv‖ + ‖u − τv‖

2
− 1 : u, v ∈ E, ‖u‖ = ‖v‖ = 1}.

A Banach space E is said to be uniformly convex if δE(ε) > 0 ∀ε ∈ (0, 2]. It is said to be uniformly smooth
if limτ→0+ ρE(τ)/τ = 0. Also, it is said to be q-uniformly smooth with q > 1 if ∃c > 0 s.t. ρE(t) ≤ ctq

∀t > 0.
If E is q-uniformly smooth, then q ≤ 2 and E is also uniformly smooth and if E is uniformly convex, then
E is also reflexive and strictly convex. It is known that Hilbert space H is 2-uniformly smooth. Further,
sequence space `p and Lebesgue space Lp are min{p, 2}-uniformly smooth for every p > 1. Let q > 1. The
generalized duality mapping Jq : E→ 2E∗ is defined by

Jq(x) = {φ ∈ E∗ : 〈x, φ〉 = ‖x‖q, ‖φ‖ = ‖x‖q−1
},

where 〈·, ·〉 denotes the generalized duality pairing between E and E∗. In particular, if q = 2, then J2 := J
is called the normalized duality mapping of E. It is known that Jq(x) = ‖x‖q−2 J(x) ∀x , 0 and that Jq is
the subdifferential of the functional 1

q ‖ · ‖
q. If E is uniformly smooth, the generalized duality mapping

Jq is one-to-one and single-valued. Furthermore, Jq satisfies Jq = J−1
p , where Jp is the generalized duality

mapping of E∗ with 1
p + 1

q = 1. From Xu [30], no Banach space is q-uniformly smooth for q > 2.
Let f : E → E be a ρ-contraction and S : E → E be a nonexpansive operator. Let A : E → E be an

α-inverse-strongly accretive mapping of order q and B : E→ 2E be an m-accretive operator. Very recently, to
solve the FPP of S and the VI of finding z ∈ E s.t. 0 ∈ (A+B)z. Sunthrayuth and Cholamjiak [27] suggested a
modified viscosity-type extragradient method in the setting of uniformly convex and q-uniformly smooth
Banach space E with q-uniform smoothness coefficient κq, i.e., for any given x0 ∈ E, {xk} is the sequence
generated by 

yk = JB
λk

(xk − λkAxk),
zk = JB

λk
(xk − λkAyk + rk(yk − xk)),

xk+1 = αk f (xk) + βkxk + γkSzk ∀k ≥ 0,

where JB
λk

= (I + λkB)−1, {αk}, {βk}, {γk}, {rk} ⊂ (0, 1) and {λk} ⊂ (0,∞) are such that: (i) αk + βk + γk = 1; (ii)
limk→∞ αk = 0,

∑
∞

k=1 αk = ∞; (iii) {βk} ⊂ [a, b] ⊂ (0, 1); and (iv) 0 < λ ≤ λk < λk/rk ≤ µ < (αq/κq)1/(q−1),
0 < r ≤ rk < 1. They proved strong convergence of {xk} to a point of Fix(S) ∩ (A + B)−10, which solves a
certain hierarchical variational inequality (HVI).

Inspired and motivated by the above research works, we introduce a general viscosity-type extragradient
algorithm in the setting of uniformly convex and q-uniformly smooth Banach space E, which admits a
weakly continuous duality mapping. It is proven that the sequence constructed by the suggested algorithm
converges strongly to a point of Fix(T) ∩ (A + B)−10 under some suitable assumptions imposed on the
parameters. In terms of this theorem, we establish the strong convergence result for solving the fixed point
problem (FPP) of an asymptotically nonexpansive mapping and the variational inequality problem (VIP)
for an inverse-strongly monotone mapping in the framework of Hilbert spaces. Finally, this result is applied
to deal with the VIP and FPP in an illustrating example. Our results improve and extend the corresponding
results in [9, 13, 14, 23, 27].

2. Preliminaries

Lemma 2.1. [23] Let q > 1 and E be a real normed space with the generalized duality mapping Jq. Then

‖x + y‖q ≤ ‖x‖q + q〈y, jq(x + y)〉 ∀x, y ∈ E, jq(x + y) ∈ Jq(x + y).

The following lemma can be obtained from the result in [30].
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Lemma 2.2. Let q > 1 and r > 0 be two fixed real numbers and let E be uniformly convex. Then there
exist strictly increasing, continuous and convex functions 1, h : R+ → R+ with 1(0) = 0 and h(0) = 0 such
that

(a) ‖µu + (1 − µ)v‖q ≤ µ‖u‖q + (1 − µ)‖v‖q − µ(1 − µ)1(‖u − v‖) with µ ∈ [0, 1];
(b) h(‖u − v‖) ≤ ‖u‖q − q〈u, jq(v)〉 + (q − 1)‖v‖q

for all u, v ∈ Br and jq(v) ∈ Jq(v), where Br := {y ∈ E : ‖y‖ ≤ r}.

Lemma 2.3. [23] Let q > 1 and r > 0 be two fixed real numbers and let E be uniformly convex. Then
there exists a strictly increasing, continuous and convex function 1 : R+ → R+ with 1(0) = 0 such that
‖λu +µv +νw‖q ≤ λ‖u‖q +µ‖v‖q +ν‖w‖q−λµ1(‖u−v‖) for all u, v,w ∈ Br and λ, µ, ν ∈ [0, 1] with λ+µ+ν = 1.

Proposition 2.1 [30] Let q ∈ (1, 2] a fixed real number and let E be q-uniformly smooth. Then ‖x + y‖q ≤
‖x‖q + q〈y, Jq(x)〉 + κq‖y‖q ∀x, y ∈ E, where κq is the q-uniform smoothness coefficient of E.

Let D be a subset of C and let Π be a mapping of C into D. Then Π is said to be sunny if Π[Π(x) +
t(x − Π(x))] = Π(x), whenever Π(x) + t(x − Π(x)) ∈ C for x ∈ C and t ≥ 0. A mapping Π of C into itself
is called a retraction if Π2 = Π. If a mapping Π of C into itself is a retraction, then Π(z) = z for each
z ∈ R(Π), where R(Π) is the range of Π. A subset D of C is called a sunny nonexpansive retract of C if there
exists a sunny nonexpansive retraction from C onto D. Let E be smooth, D be a nonempty subset of C and
Π be a retraction of C onto D. Then the following are equivalent: (i) Π is sunny and nonexpansive; (ii)
‖Π(x) −Π(y)‖2 ≤ 〈x − y, J(Π(x) −Π(y))〉 ∀x, y ∈ C; (iii) 〈x −Π(x), J(y −Π(x))〉 ≤ 0 ∀x ∈ C, y ∈ D.

Let B : C → 2E be a set-valued operator with Bx , ∅ ∀x ∈ C. Let q > 1. An operator B is said to be
accretive if for each x, y ∈ C, ∃ jq(x − y) ∈ Jq(x − y) s.t. 〈u − v, jq(x − y)〉 ≥ 0 ∀u ∈ Bx, v ∈ By. An accretive
operator B is said to be α-inverse-strongly accretive of order q if for each x, y ∈ C, ∃ jq(x − y) ∈ Jq(x − y) s.t.
〈u − v, jq(x − y)〉 ≥ α‖u − v‖q ∀u ∈ Bx, v ∈ By for some α > 0. If E = H a Hilbert space, then B is called
α-inverse-strongly monotone. An accretive operator B is said to be m-accretive if (I +λB)C = E for all λ > 0.
For an accretive operator B, we define the mapping JB

λ : (I + λB)C → C by JB
λ = (I + λB)−1 for each λ > 0.

Such JB
λ is called the resolvent of B for λ > 0.

Lemma 2.4 [16]Let B : C→ 2E be an m-accretive operator. Then the following statements hold:
(i) the resolvent identity: JB

λx = JB
µ(µλx + (1 − µ

λ )JB
λx) ∀λ, µ > 0, x ∈ E;

(ii) if JB
λ is a resolvent of B for λ > 0, then JB

λ is a firmly nonexpansive mapping with Fix(JB
λ) = B−10,

where B−10 = {x ∈ C : 0 ∈ Bx};
(iii) if E = H a Hilbert space, B is maximal monotone.

Let A : C → E be an α-inverse-strongly accretive mapping of order q and B : C → 2E be an m-accretive
operator. In the sequel, we will use the notation Tλ := JB

λ(I − λA) = (I + λB)−1(I − λA) ∀λ > 0.

Proposition 2.2 [23] The following statements hold:
(i) Fix(Tλ) = (A + B)−10 ∀λ > 0;
(ii) ‖y − Tλy‖ ≤ 2‖y − Try‖ for 0 < λ ≤ r and y ∈ C.

Lemma 2.5 [23] Let q ∈ (1, 2] and E be q-uniformly smooth. Suppose that A : C → E is an α-inverse-
strongly accretive mapping of order q. Then, for any given λ ≥ 0,

‖(I − λA)u − (I − λA)v‖q ≤ ‖u − v‖q − 2λ(αq − κqλ
q−1)‖Au − Av‖q ∀u, v ∈ C,

where κq > 0 is the q-uniform smoothness coefficient of E. In particular, if 0 ≤ λ ≤ ( qα
κq

)
1

q−1 , then I − λA is
nonexpansive.

Lemma 2.6 [1] Let E be smooth, A : C→ E be accretive and ΠC be a sunny nonexpansive retraction from
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E onto C. Then VI(C,A) = Fix(ΠC(I − λA)) ∀λ > 0, where VI(C,A) is the solution set of the VIP of finding
z ∈ C s.t. 〈Az, J(z − y)〉 ≤ 0 ∀z ∈ C.

Lemma 2.7 [10] Let E be a Banach space which admits a weakly continuous duality mapping, C be a
nonempty closed convex subset of E, and T : C → C be an asymptotically nonexpansive mapping with
a fixed point. Then I − T is demiclosed at zero, i.e., if the sequence {xn} ⊂ C satisfies xn ⇀ x ∈ C and
(I − T)xn → 0, then (I − T)x = 0, where I is the identity mapping of E.

Lemma 2.8 [29] Let {an} be a sequence in [0,∞) such that an+1 ≤ (1 − sn)an + snνn ∀n ≥ 0, where {sn} and
{νn} satisfy the conditions: (i) {sn} ⊂ [0, 1],

∑
∞

n=0 sn = ∞; (ii) lim supn→∞ νn ≤ 0 or
∑
∞

n=0 |snνn| < ∞. Then
limn→∞ an = 0.

3. Main results

Throughout this section, we assume that E is a q-uniformly smooth and uniformly convex Banach space
with q ∈ (1, 2], which admits a weakly continuous duality mapping. Let C be a nonempty convex closed set
in E, f : C→ C be a δ-contraction with constant δ ∈ [0, 1) and T : C→ C be an asymptotically nonexpansive
mapping with a sequence {θn}. Let A : C → E and B : C → 2E be an α-inverse-strongly accretive mapping
of order q and an m-accretive operator, respectively. Assume that Ω := Fix(T) ∩ (A + B)−10 , ∅.
Algorithm 3.1. General viscosity-type extragradient method for the VI and FPP.

Initial Step. Give x0 ∈ C arbitrarily.
Iteration Steps. Given the current iterate xn, compute xn+1 as follows:
Step 1. Calculate yn = σnxn + (1 − σn)JB

λn
(I − λnA)xn;

Step 2. Calculate zn = JB
λn

(xn − λnAyn + rn(yn − xn));
Step 3. Calculate xn+1 = αn f (xn) + βnxn + γnTnzn, where {rn}, {αn}, {βn}, {γn} ⊂ (0, 1) with αn + βn + γn =

1, {σn} ⊂ [0, 1) and {λn} ⊂ (0,∞).
Set n := n + 1 and go to Step 1.

Theorem 3.1. Let {xn} be the sequence generated by Algorithm 3.1. Suppose that the following conditions hold:
(C1) limn→∞ αn = 0, limn→∞

θn
αn

= 0 and
∑
∞

n=0 αn = ∞; (C2) 0 < a ≤ βn ≤ b < 1 and 0 ≤ σn ≤ d < 1; (C3)

0 < r ≤ rn < 1 and 0 < λ ≤ λn <
λn
rn
≤ µ < (αq

κq
)

1
q−1 ; (C4) Tnxn −Tn+1xn → 0. Then xn → x∗ ∈ Ω⇔ xn − xn+1 → 0,

where x∗ ∈ Ω is only a solution to the HVI: 〈(I − f )x∗, J(x∗ − p)〉 ≤ 0 ∀p ∈ Ω.

Proof. First of all, we put un := JB
λn

(I − λnA)xn ∀n ≥ 0. Then yn = σnxn + (1 − σn)un ∀n ≥ 0. Since

limn→∞
αn
θn

= 0, we may assume, without loss of generality, that θn ≤
(1−δ)αn

2 ∀n ≥ 0. Also, since 1 < q ≤ 2, we
get (1 + θn)q

≤ 1 + 2θn + θ2
n ∀n ≥ 0. It is now easy to see that the necessity of the theorem is valid. We show

only the sufficiency of the theorem. To the aim, we assume limn→∞ ‖xn − xn+1‖ = 0 and divide the proof of
the sufficiency into several steps.

Step 1. We claim that {xn}, {yn}, {zn}, { f (xn)} and {Tnzn} are bounded. Indeed, take an element p ∈ Ω

arbitrarily. Then Tp = p and p = JB
λn

(I − λnA)p = JB
λn

((1 − rn)p + rn(p − λn
rn

Ap)) (due to Proposition 2.2 (i)).
Using Lemmas 2.4 (ii) and 2.5, we have

‖un − p‖q ≤ ‖xn − p‖q − λn(αq − κqλ
q−1
n )‖Axn − Ap‖q, (3.1)

which hence leads to ‖un−p‖ ≤ ‖xn−p‖. This immediately implies that ‖yn−p‖ ≤ σn‖xn−p‖+(1−σn)‖un−p‖ ≤
‖xn − p‖.Using Lemmas 2.4 (ii) and 2.5 again, from (3.1) and the convexity of ‖ · ‖q with q ∈ (1, 2], we deduce
that

‖zn − p‖q ≤ ‖((1 − rn)xn + rn(yn −
λn
rn

Ayn)) − ((1 − rn)p + rn(p − λn
rn

Ap))‖q

≤ (1 − rn)‖xn − p‖q + rn[‖yn − p‖q − λn
rn

(αq − κqλ
q−1
n

rq−1
n

)‖Ayn − Ap‖q]

≤ ‖xn − p‖q − λn(αq − κqλ
q−1
n

rq−1
n

)‖Ayn − Ap‖q,

(3.2)
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which immediately yields ‖zn − p‖ ≤ ‖xn − p‖. Thus, we get

‖xn+1 − p‖ ≤ αn‖ f (xn) − p‖ + βn‖xn − p‖ + γn‖Tnzn − p‖
≤ [αnδ + βn + γn + θn]‖xn − p‖ + αn‖ f (p) − p‖
≤ [1 − αn(1−δ)

2 ]‖xn − p‖ +
αn(1−δ)

2 ·
2‖ f (p)−p‖

1−δ

≤ max{‖xn − p‖, 2‖ f (p)−p‖
1−δ }.

This implies that ‖xn − p‖ ≤ {‖x0 − p‖, 2‖(I− f )p‖
1−δ } ∀n ≥ 0. Therefore, {xn} is bounded, and so are the sequences

{un}, {yn}, {zn}, { f (xn)} and {Tnzn}.
Step 2. We claim that ∃M0 > 0 s.t. Γn+1 ≤ [1− αn(1−δ)

2 ]Γn +δn +θn(1+θn)M0 ∀n ≥ 0,where Γn = ‖xn−x∗‖q,
δn = qαn〈( f − I)x∗, Jq(xn+1 − x∗)〉 and x∗ = ΠΩ f (x∗) with ΠΩ being the sunny nonexpansive retraction of E
onto Ω. Indeed, using Lemmas 2.1 and 2.3, from (3.1) and (3.2) we obtain that

‖zn − x∗‖q ≤ (1 − rn)‖xn − x∗‖q + rn[σn‖xn − x∗‖q + (1 − σn)‖un − x∗‖q

−
λn
rn

(αq − κqλ
q−1
n

rq−1
n

)‖Ayn − Ax∗‖q]

≤ ‖xn − x∗‖q − rn(1 − σn)λn(αq − κqλ
q−1
n )‖Axn − Ax∗‖q

− λn(αq − κqλ
q−1
n

rq−1
n

)‖Ayn − Ax∗‖q,

and hence

‖xn+1 − x∗‖q

≤ ‖αn( f (xn) − f (x∗)) + βn(xn − x∗) + γn(Tnzn − x∗)‖q + qαn〈( f − I)x∗, Jq(xn+1 − x∗)〉
≤ αnδ‖xn − x∗‖q + βn‖xn − x∗‖q + γn(1 + θn)q

‖zn − x∗‖q − βnγn11(‖xn − Tnzn‖)
+ qαn〈( f − I)x∗, Jq(xn+1 − x∗)〉
≤ [αnδ + βn + γn(1 + θn)q]‖xn − x∗‖q − γn(1 + θn)q

{rn(1 − σn)λn(αq − κqλ
q−1
n )

× ‖Axn − Ax∗‖q + λn(αq − κqλ
q−1
n

rq−1
n

)‖Ayn − Ax∗‖q}
− βnγn11(‖xn − Tnzn‖) + qαn〈( f − I)x∗, Jq(xn+1 − x∗)〉
≤ [1 − αn(1−δ)

2 ]‖xn − x∗‖q + θn(1 + θn)M0 − γn(1 + θn)q
{rn(1 − σn)λn(αq − κqλ

q−1
n )

× ‖Axn − Ax∗‖q + λn(αq − κqλ
q−1
n

rq−1
n

)‖Ayn − Ax∗‖q}
− βnγn11(‖xn − Tnzn‖) + qαn〈( f − I)x∗, Jq(xn+1 − x∗)〉,

(3.3)

where supn≥0 ‖xn − x∗‖q ≤M0 for some M0 > 0. For each n ≥ 0, we put

Γn = ‖xn − x∗‖2, εn =
αn(1−δ)

2 ,
δn = qαn〈( f − I)x∗, Jq(xn+1 − x∗)〉,
ηn = γn(1 + θn)q

{rn(1 − σn)λn(αq − κqλ
q−1
n )‖Axn − Ax∗‖q

+ λn(αq − κqλ
q−1
n

rq−1
n

)‖Ayn − Ax∗‖q} + βnγn11(‖xn − Tnzn‖).

So it follows from (3.3) that

Γn+1 ≤ (1 − εn)Γn − ηn + δn + θn(1 + θn)M0 ∀n ≥ 0, (3.4)

which hence attains
Γn+1 ≤ (1 − εn)Γn + δn + θn(1 + θn)M0 ∀n ≥ 0. (3.5)

Step 3. We claim that xn −un → 0, yn − xn → 0 and zn − xn → 0, where un := JB
λn

(I−λnA)xn. Indeed, using
Proposition 2.1 and the assumption xn − xn+1 → 0, we obtain Γn − Γn+1 ≤ q‖xn − xn+1‖‖xn+1 − x∗‖q−1 + κq‖xn −

xn+1‖
q
→ 0, n→∞. Thus, lim supn→∞(Γn−Γn+1) ≤ 0. From (3.4) we get 0 ≤ ηn ≤ Γn−Γn+1 +δn +θn(1+θn)M0.
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Since θn → 0, δn → 0 and lim supn→∞(Γn − Γn+1) ≤ 0, we have ηn → 0 (n → ∞). This immediately implies
that

(1 − αn − b)(1 + θn)q
{r(1 − d)λ(αq − κqλ

q−1
n )‖Axn − Ax∗‖q

+λ(αq − κqλ
q−1
n

rq−1
n

)‖Ayn − Ax∗‖q} + a(1 − αn − b)11(‖xn − Tnzn‖)

≤ γn(1 + θn)q
{rn(1 − σn)λn(αq − κqλ

q−1
n )‖Axn − Ax∗‖q

+λn(αq − κqλ
q−1
n

rq−1
n

)‖Ayn − Ax∗‖q} + βnγn11(‖xn − Tnzn‖) =: ηn → 0 (n→∞).

Note that 11 is a strictly increasing, continuous and convex function with 11(0) = 0. So it follows that

lim
n→∞
‖Axn − Ax∗‖ = 0, lim

n→∞
‖Ayn − Ax∗‖ = 0 and lim

n→∞
‖xn − Tnzn‖ = 0. (3.6)

Since JB
λn

is firmly nonexpansive, by Lemmas 2.2 (b) and 2.5 we get

‖yn − x∗‖q ≤ σn‖xn − x∗‖q + (1 − σn)‖JB
λn

(xn − λnAxn) − JB
λn

(x∗ − λnAx∗)‖q

≤ σn‖xn − x∗‖q + (1 − σn) 1
q [‖(xn − λnAxn) − (x∗ − λnAx∗)‖q

+ (q − 1)‖un − x∗‖q − h1(‖xn − λn(Axn − Ax∗) − un‖)]
≤ ‖xn − x∗‖q − 1−σn

q h1(‖xn − λn(Axn − Ax∗) − un‖),

which together with (3.2), implies that

‖xn+1 − x∗‖q ≤ αn‖ f (xn) − x∗‖q + βn‖xn − x∗‖q + γn(1 + θn)q
‖zn − x∗‖q

≤ αn‖ f (xn) − x∗‖q + βn‖xn − x∗‖q + γn[(1 − rn)‖xn − x∗‖q + rn‖yn − x∗‖q]
+ θn(2 + θn)‖zn − x∗‖q

≤ αn‖ f (xn) − x∗‖q + (βn + γn)‖xn − x∗‖q

−
γnrn(1−σn)

q h1(‖xn − λn(Axn − Ax∗) − un‖) + θn(2 + θn)‖xn − x∗‖q

≤ αn‖ f (xn) − x∗‖q + ‖xn − x∗‖q − γnrn(1−σn)
q h1(‖xn − λn(Axn − Ax∗) − un‖)

+ θn(2 + θn)M0.

So it follows that
(1−αn−b)r(1−d)

q h1(‖xn − λn(Axn − Ax∗) − un‖)
≤ Γn − Γn+1 + αn‖ f (xn) − x∗‖q + θn(2 + θn)M0.

Since h1 is a strictly increasing, continuous and convex function with h1(0) = 0, from (3.6) we get limn→∞ ‖xn−

un‖ = 0. Noticing yn = σnxn + (1 − σn)un, we have

lim
n→∞
‖yn − xn‖ = lim

n→∞
(1 − σn)‖un − xn‖ = 0. (3.7)

Using Lemmas 2.2 (b) and 2.5 again, we have

‖zn − x∗‖q ≤ 〈(xn − λnAyn + rn(yn − xn)) − (x∗ − λnAx∗), Jq(zn − x∗)〉
≤

1
q [‖(xn − λnAyn + rn(yn − xn)) − (x∗ − λnAx∗)‖q + (q − 1)‖zn − x∗‖q

− h(‖xn + rn(yn − xn) − λn(Ayn − Ax∗) − zn‖)],

which hence yields ‖zn − x∗‖q ≤ ‖xn − x∗‖q − h(‖xn + rn(yn − xn) − λn(Ayn − Ax∗) − zn‖). So it follows that

‖xn+1 − x∗‖q

≤ αn‖ f (xn) − x∗‖q + βn‖xn − x∗‖q + γn(1 + θn)q
‖zn − x∗‖q

≤ αn‖ f (xn) − x∗‖q + βn‖xn − x∗‖q + γn[‖xn − x∗‖q

− h(‖xn + rn(yn − xn) − λn(Ayn − Ax∗) − zn‖)] + θn(2 + θn)‖xn − x∗‖q

≤ αn‖ f (xn) − x∗‖q + ‖xn − x∗‖q − γnh(‖xn + rn(yn − xn) − λn(Ayn − Ax∗) − zn‖)
+ θn(2 + θn)M0,



L.C. Ceng, C.S. Fong / Filomat 35:3 (2021), 1033–1043 1040

which immediately attains

(1 − αn − b)h(‖xn + rn(yn − xn) − λn(Ayn − Ax∗) − zn‖)
≤ Γn − Γn+1 + αn‖ f (xn) − x∗‖q + θn(2 + θn)M0.

Since h is a strictly increasing, continuous and convex function with h(0) = 0, from (3.6) and (3.7) we have

lim
n→∞
‖xn − zn‖ = 0. (3.8)

Step 4. We claim that xn − Txn → 0 and xn − Tλxn → 0 where Tλ := JB
λ(I − λA). Indeed, since

Tnxn − Tn+1xn → 0, we obtain from (3.8) and the uniform continuity of T that

‖Tnzn − Tn+1zn‖ ≤ ‖Tnzn − Tnxn‖ + ‖Tnxn − Tn+1xn‖ + ‖Tn+1xn − Tn+1zn‖

≤ (1 + θn)(‖zn − xn‖ + ‖Txn − Tzn‖) + ‖Tnxn − Tn+1xn‖ → 0 (n→∞).

That is, limn→∞ ‖Tnzn − Tn+1zn‖ = 0. We now observe that

‖zn − Tnzn‖ ≤ ‖zn − xn‖ + ‖xn − xn+1‖ + αn‖ f (xn) − Tnzn‖ + βn‖xn − Tnzn‖.

So, from (3.6), (3.8), αn → 0 and xn − xn+1 → 0, it follows that

lim
n→∞
‖zn − Tnzn‖ = 0. (3.9)

Also, note that ‖zn −Tzn‖ ≤ ‖zn −Tnzn‖+ ‖Tnzn −Tn+1zn‖+ ‖Tn+1zn −Tzn‖. From (3.9), Tnzn −Tn+1zn → 0 and
the uniform continuity of T, we have

lim
n→∞
‖zn − Tzn‖ = 0. (3.10)

Meantime, noticing that ‖xn − Txn‖ ≤ ‖xn − zn‖ + ‖zn − Tzn‖ + ‖Tzn − Txn‖, we deduce from (3.8), (3.10) and
the uniform continuity of T that

lim
n→∞
‖xn − Txn‖ = 0. (3.11)

In addition, for each n ≥ 0, we put Tλn := JB
λn

(I − λnA). Then from xn − un → 0, we have

lim
n→∞
‖xn − Tλn xn‖ = 0. (3.12)

Since 0 < λ ≤ λn ∀n ≥ 0, by Proposition 2.2 (ii), we have

‖xn − Tλxn‖ ≤ 2‖xn − Tλn xn‖ → 0 (n→∞).

That is,
lim
n→∞
‖xn − Tλxn‖ = 0. (3.13)

Step 5. We claim that xn → x∗ where x∗ = ΠΩ f (x∗). Indeed, we first show that

lim sup
n→∞

〈( f − I)x∗, J(xn+1 − x∗)〉 ≤ 0,

where x∗ = ΠΩ f (x∗). As a matter of fact, it is known that ∃{xni } ⊂ {xn} s.t.

lim sup
n→∞

〈( f − I)x∗, J(xn − x∗)〉 = lim
k→∞
〈( f − I)x∗, J(xnk − x∗)〉. (3.14)

Taking into account the boundedness of {xn} ⊂ C, we might suppose that xnk ⇀ x̃ ∈ C. Note that Tλ is
nonexpansive and that T is asymptotically nonexpansive. Since (I−Tλ)xn → 0 (due to (3.13)), using Lemma
2.7 we conclude that x̃ ∈ Fix(Tλ) = (A + B)−10. Also, using (3.11) we obtain xnk −Txnk → 0 for {xnk } ⊂ {xn}. So,
by Lemma 2.7 we get x̃ ∈ Fix(T). Consequently, x̃ ∈ Ω = Fix(T)∩ (A + B)−10. Note that E admits the weakly
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sequentially continuous duality mapping J(·). Taking into account the norm-to-norm uniform continuity
of J(·) on bounded subsets of E, we deduce from (3.14), xn − xn+1 → 0 and xnk ⇀ x̃ that

lim sup
n→∞

〈( f − I)x∗, J(xn+1 − x∗)〉 = lim sup
n→∞

〈( f − I)x∗, J(xn − x∗)〉

= lim
k→∞
〈( f − I)x∗, J(xnk − x∗)〉 = 〈( f − I)x∗, J(x̃ − x∗)〉 ≤ 0.

(3.15)

Finally, we show that xn → x∗. In fact, from Algorithm 3.1 we get

‖xn+1 − x∗‖2

≤ αn‖ f (xn) − f (x∗)‖2 + βn‖xn − x∗‖2 + γn‖Tnzn − x∗‖2 + 2αn〈( f − I)x∗, J(xn+1 − x∗)〉
≤ (αnδ + βn + γn)‖xn − x∗‖2 + θn(2 + θn)‖xn − x∗‖2 + 2αn〈( f − I)x∗, J(xn+1 − x∗)〉

≤ [1 − αn(1 − δ)]‖xn − x∗‖2 + αn(1 − δ)[θn
αn
·

(2+θn)M
2
q

0
1−δ +

2〈( f−I)x∗,J(xn+1−x∗)〉
1−δ ].

(3.16)

Note that {αn(1 − δ)} ⊂ [0, 1],
∑
∞

n=0 αn(1 − δ) = ∞ and

lim sup
n→∞

[
θn

αn
·

(2 + θn)M
2
q

0

1 − δ
+

2〈( f − I)x∗, J(xn+1 − x∗)〉
1 − δ

] ≤ 0

(due to (3.15)). Therefore, applying Lemma 2.8 to (3.16), we obtain xn → x∗. This complete the proof.

Remark 3.2. Compared with the corresponding results in Sunthrayuth and Cholamjiak [27], and Takahashi et al.
[28], our results improve and extend them in the following aspects. The problem of solving the VI for two accretive
operators A,B with the FPP constraint of a nonexpansive mapping S in [27, Theorem 3.3] is extended to develop our
problem of solving the VI for two accretive operators A,B with the FPP constraint of an asymptotically nonexpansive
mapping T. The modified viscosity-type extragradient method in [27, Theorem 3.3] is extended to develop our general
viscosity-type extragradient method. The problem of solving the VI for two monotone operators A,B with the FPP
constraint of a nonexpansive mapping S in [28, Theorem 3.1] is extended to develop our problem of solving the VI for
two accretive operators A,B with the FPP constraint of an asymptotically nonexpansive mapping T. The Mann-type
Halpern iterative scheme in [28, Theorem 3.1] are extended to develop our general viscosity-type extragradient method.

Next we shall utilize the above general viscosity-type extragradient method for solving the fixed point
problem of an asymptotically nonexpansive mapping and the variational inequality problem in the frame-
work of Hilbert spaces. Let C be a nonempty convex closed set in a real Hilbert space H, and PC be the metric
projection from H onto C. Let A : C → H be a nonlinear monotone operator. The variational inequality
problem (VIP) is to find x∗ ∈ C such that

〈Ax∗, x − x∗〉 ≥ 0 ∀x ∈ C.

The set of solutions of VIP is denoted by VI(C,A). Let iC be an indicator function of C given by

iC =

{
0, if x ∈ C,
∞ if x < C.

Denote NC the normal cone of C, that is, NC(u) = {w ∈ H : 〈w, v − u〉 ≤ 0 ∀v ∈ C}. It is also known that iC is
proper convex lower semicontinuous function and the subdifferential ∂iC is maximal monotone operator.
The resolvent operator J∂iC

λ of iC for λ > 0 is defined as J∂iC
λ (x) = (I + λ∂iC)−1(x) ∀x ∈ H, where

∂iC(u) = {w ∈ H : iC(u) + 〈w, v − u〉 ≤ iC(v) ∀v ∈ C}
= {w ∈ H : 〈w, v − u〉 ≤ 0 ∀v ∈ C} = NC(u) ∀u ∈ C.

Hence, we get
u = J∂iC

λ (x)⇔ x − u ∈ λNC(u)⇔ 〈x − u, v − u〉 ≤ 0 ∀v ∈ C⇔ u = PC(x).

So, it is easy to see that (A + ∂iC)−10 = VI(C,A). Therefore, putting B = ∂iC in Theorem 3.1, we obtain the
following consequence.
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Corollary 3.3. Let f : C → C be a δ-contraction with constant δ ∈ [0, 1). Assume that T : C → C is an
asymptotically nonexpansive mapping with a sequence {θn} and A : C → H is an α-inverse-strongly monotone
mapping such that Ω := Fix(T) ∩ VI(C,A) , ∅. For give x0 ∈ C arbitrarily, let the sequence {xn} be generated by

yn = σnxn + (1 − σn)PC(I − λnA)xn,
zn = PC(xn − λnAyn + rn(yn − xn)),
xn+1 = αn f (xn) + βnxn + γnTnzn ∀n ≥ 0,

where {rn}, {αn}, {βn}, {γn} ⊂ (0, 1) with αn + βn + γn = 1, {σn} ⊂ [0, 1) and {λn} ⊂ (0,∞). Suppose that the
following conditions hold: (C1) limn→∞ αn = 0, limn→∞

θn
αn

= 0 and
∑
∞

n=0 αn = ∞; (C2) 0 < a ≤ βn ≤ b < 1
and 0 ≤ σn ≤ d < 1; (C3) 0 < r ≤ rn < 1 and 0 < λ ≤ λn <

λn
rn
≤ µ < 2α; (C4) Tnxn − Tn+1xn → 0. Then

xn → x∗ ∈ Ω⇔ xn − xn+1 → 0, where x∗ ∈ Ω is only a solution to the HVI: 〈(I − f )x∗, x∗ − p〉 ≤ 0 ∀p ∈ Ω.

Finally, the above corollary is applied to solve the VIP and FPP in an illustrating example. Let λn = 1
9 ,

σn = rn = βn = 1
2 , αn = 1

2(n+1) and γn = 2n+1
2(n+1) −

1
2 for all n ≥ 0. We first provide an example of α-inverse-

strongly monotone mapping A : C → H and asymptotically nonexpansive mapping T : C → C with
Ω = Fix(T) ∩ VI(C,A) , ∅. Let C = [−1, 1] and H = R with the inner product 〈a, b〉 = ab and induced norm
‖ · ‖ = | · |. Let f : C→ C, A : C→ H and T : C→ C be defined as f (x) = 1

2 x, Ax = x − 1
2 sin x and Tx = 2

3 sin x
for all x ∈ C. Then f is a δ-contraction with constant δ = 1

2 . Moreover, A is α-inverse-strongly monotone
with α = 2

9 since for all x, y ∈ C, we deduce that ‖Ax − Ay‖ ≤ 3
2‖x − y‖ and

〈Ax − Ay, x − y〉 = ‖x − y‖2 −
1
2
〈sin x − sin y, x − y〉 ≥

1
2
‖x − y‖2.

Meantime, it is easy to see that T is asymptotically nonexpansive with θn = ( 2
3 )n
∀n ≥ 1 such that ‖Tn+1xn −

Tnxn‖ → 0 as n→∞. In fact, observe that

‖Tnx − Tny‖ ≤
2
3
‖Tn−1x − Tn−1y‖ ≤ · · · ≤ (

2
3

)n
‖x − y‖ ≤ (1 + θn)‖x − y‖,

and hence

‖Tn+1xn − Tnxn‖ ≤ (
2
3

)n−1
‖T2xn − Txn‖ = (

2
3

)n−1
‖

2
3

sin(Txn) −
2
3

sin xn‖ ≤ 2(
2
3

)n
→ 0 (n→∞).

It is clear that Fix(T) = {0} and limn→∞
θn
αn

= limn→∞
(2/3)n

1/2(n+1) = 0. Therefore, Ω = Fix(T) ∩ VI(C,A) = {0} , ∅.
Take a given x0 ∈ C arbitrarily. In this case, the iterative scheme in Corollary 3.3 can be rewritten as:

yn = 1
2 xn + 1

2 PC(xn −
1
9 Axn),

zn = PC(xn −
1
9 Ayn + 1

2 (yn − xn)),
xn+1 = 1

2(n+1) ·
1
2 xn + 1

2 xn + ( 2n+1
2(n+1) −

1
2 )Tnzn ∀n ≥ 0.

Then, by Corollary 3.3, we know that {xn} converges to 0 ∈ Ω = Fix(T)∩VI(C,A) if and only if xn − xn+1 → 0
as n→∞.

References

[1] K. Aoyama, H. Iiduka, W. Takahashi, Weak convergence of an iterative sequence for accretive operators in Banach spaces, Fixed Point
Theory Appl. 2006 (2006) Art. ID 35390.

[2] Q.H. Ansari, M. Islam, J.C. Yao, Nonsmooth variational inequalities on Hadamard manifolds, Appl. Anal. 99 (2020), 340–358.
[3] N.T. An, N.M. Nam, X. Qin Solving k-center problems involving sets based on optimization techniques, J. Global Optim. 76 (2020),

189–209.
[4] N.T. An, P.D. Dong, X. Qin, Robust feature selection via nonconvex sparsity-based methods, J. Nonlinear Var. Anal. 5 (2021), 59–77.



L.C. Ceng, C.S. Fong / Filomat 35:3 (2021), 1033–1043 1043

[5] E. Bonacker, A. Gibali, K.K. Kufer, Nesterov perturbations and projection methods applied to IMRT, J. Nonlinear Var. Anal. 4 (2020),
63–86.

[6] Y. Censor, S. Petra, C. Schnorr, Superiorization vs. accelerated convex optimization: The superiorized / regularized least-squares case, J.
Appl. Numer. Optim. 2 (2020), 15-62.

[7] T.H. Cuong, J.C. Yao, N.D. Yen, Qualitative properties of the minimum sum-of-squares clustering problem, Optimization, 69 (2020),
2131–2154.

[8] L.C. Ceng, Systems of variational inequalities with hierarchical variational inequality constraints for Lipschitzian pseudocontractions, Fixed
Point Theory 20 (2019), 113–134.

[9] L.C. Ceng, Hybrid viscosity extragradient method for systems of variational inequalities, fixed points of nonexpansive mappings, zero points
of accretive operators in Banach spaces, Fixed Point Theory 19 (2018), 487-502.

[10] L.C. Ceng, H.K. Xu, J.C. Yao, The viscosity approximation method for asymptotically nonexpansive mappings in Banach spaces, Nonlinear
Anal. 69 (2008) 1402–1412.

[11] S.Y. Cho, A monotone Bregan projection algorithm for fixed point and equilibrium problems in a reflexive Banach space, Filomat, 34 (2020),
1487–1497.

[12] S.Y. Cho, A convergence theorem for generalized mixed equilibrium problems and multivalued asymptotically nonexpansive mappings, J.
Nonlinear Convex Anal. 21 (2020), 1017–1026.

[13] S.Y. Cho, L. Wang, Strong convergence of a splitting algorithm for treating monotone operators, Fixed Point Theory Appl. 2014 (2014),
94.

[14] S.S. Chang, C.F. Wen, J.C. Yao, Zero point problem of accretive operators in Banach spaces, Bull. Malaysian Math. Sci. Soc. 42 (2019),
105–118.

[15] G.M. Korpelevich, The extragradient method for finding saddle points and other problems, Ekonomikai Matematicheskie Metody 12
(1976) 747–756.

[16] T. Kato, Nonlinear semigroups and evolution equations, J. Math. Soc. Japan 19 (1967), 508–520.
[17] L. Liu, A hybrid steepest descent method for solving split feasibility problems involving nonexpansive mappings, J. Nonlinear Convex

Anal. 20 (2019), 471-–488.
[18] H. Manaka, W. Takahashi, Weak convergence theorems for maximal monotone operators with nonspreading mappings in a Hilbert space,

Cubo 13 (2011), 11–24.
[19] A. Moudafi, N. Lehdili, From progressive decoupling of linkages in variational inequalities to fixed-point problems, Appl. Set-Valued

Anal. Optim. 2 (2020), 159–173.
[20] L.V. Nguyen, Q.H. Ansari and X. Qin, Weak sharpness and finite convergence for solutions of nonsmooth variational inequalities in Hilbert

spaces, Appl. Math. Optim. (2020), doi: 10.1007/s00245-020-09662-7.
[21] X. Qin, N.T. An, Smoothing algorithms for computing the projection onto a Minkowski sum of convex sets, Comput. Optim. Appl. 74

(2019), 821–850.
[22] X. Qin, S.Y. Cho, L. Wang, Strong convergence of an iterative algorithm involving nonlinear mappings of nonexpansive and accretive type,

Optimization, 67 (2018), 1377–1388.
[23] X. Qin, S.Y. Cho, L. Wang, Iterative algorithms with errors for zero points of m-accretive operatorss, Fixed Point Theory Appl. 2013

(2013), Article ID 148.
[24] D.R. Sahu, Convergence rate analysis of proximal gradient methods with applications to composite minimization problems, Optimization,

70 (2021), 75–100.
[25] Y. Shehu, J.C. Yao, Rate of convergence for inertial iterative method for countable family of certain quasi-nonexpansive mappings, J.

Nonlinear Convex Anal. 21 (2020), 533–541.
[26] Y. Shehu, X. Qin, J.C. Yao, Weak and linear convergence of proximal point algorithm with reflections, J. Nonlinear Convex Anal. 22

(2021), 299–307.
[27] P. Sunthrayuth, P. Cholamjiak, A modified extragradient method for variational inclusion and fixed point problems in Banach spaces, Appl.

Anal. (2019), 10.1080/00036811.2019.1673374.
[28] S. Takahashi, W. Takahashi, M. Toyoda, Strong convergence theorems for maximal monotone operators with nonlinear mappings in

Hilbert spaces, J. Optim. Theory Appl. 147 (2010) 27–41.
[29] Z. Xue, H. Zhou and Y.J. Cho, Iterative solutions of nonlinear equations for m-accretive operators in Banach spaces, J. Nonlinear Convex

Anal. 1 (2000), 313–320.
[30] H.K. Xu, Inequalities in Banach spaces with applications, Nonlinear Anal. 16 (1991), 1127–1138.


