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Abstract. In this paper, we define and introduce some new concepts of the higher order strongly general-
ized preinvex functions and higher order strongly monotone operators involving the arbitrary bifunction
and function. Some new relationships among various concepts of higher order strongly general preinvex
functions have been established. It is shown that the optimality conditions of the higher order strongly
general preinvex functions are characterized by a class of variational inequalities, which is called the higher
order strongly generalized variational-like inequality. Auxiliary principle technique is used to suggest an
implicit method for solving higher order strongly generalized variational-like inequalities. Convergence
analysis of the proposed method is investigated using the pseudo-monotonicity of the operator. It is shown
that the new parallelogram laws for Banach spaces can be obtained as applications of higher order strongly
affine generalized preinvex functions, which is itself a novel application. Some special cases also discussed.
Results obtained in this paper can be viewed as refinement and improvement of previously known results.

1. Introduction

In recent years, several extensions and generalizations have been considered for classical convexity.
Noor and Noor [27, 28] and Mohsen et al[16] introduced the concept of higher order strongly convex
functions and studied their properties. These results can be viewed as significant refinement of the results
of Lin and Fukushima [13] and Alabdali et al [1] for higher order strongly (uniformly) convex functions.
Higher order strongly convex functions include the strongly convex functions as special case, which were
introduced and studied by Polyak [33]. With appropriate choice of non-negative arbitrary functions, one
can obtain various known and new classes of convex functions. For the properties of the strongly convex

functions and their variant forms, see Adamek [2], Karamardian [12] Nikodem et al. [18] and Noor and
Noor [25-28].

Hanson [11] introduced the concept of invex function for the differentiable functions in mathematical
programming. Ben-Israel and Mond [4] introduced the concept of invex set and preinvex functions. It is
known that the differentiable preinvex function are invex functions. The converse also holds under certain
conditions, see [15]. Noor [20] proved that the minimum of the differentiable preinvex functions on the
invex set can be characterized by a class of variational inequalities, which is known as the variational-like
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inequality. For the recent developments in variational-like inequalities and invex equilibrium problems,
see [18, 19, 27] and the references therein. Noor at el. [20, 21, 26] investigated the properties of the strongly
preinvex functions and their variant forms.

In a many problems, a set may not be a convex set. To overcome this drawback, the underlying set can be
made a convex set with respect to an arbitrary function. This fact motivated Youness [41] to introduce the
concept of general convex sets and general convex functions involving an arbitrary function. Cristescu at
al[8, 9] have investigated algebraic and topological properties of the general convex sets defined by Noor
[24] in order to deduce their shape. These general sets are a subclass of star-shaped sets, which have Youness
[41] type convexity. A representation theorem based on extremal points is given for the class of bounded
general convex sets. Results showing that this convexity is a frequent property in connection with a wild
range of applications are given, see, for example,[8, 9]. Noor [24] has shown that the optimality conditions
of the differentiable general convex functions can be characterized a class of variational inequalities called
general variational inequality, the origin of which can be traced back to Stampacchia [35]. Noor and Noor
[23, 25-28] introduced the higher order strongly general convex functions and studied their properties.
For the formulation, applications, numerical methods, sensitivity analysis and other aspects of general
variational inequalities, see [17-22, 26-28, 30-33, 35, 38, 43] and the references therein.

We would like to point out that preinvex functions and general convex functions are two distinctly
different generalizations and extensions of convex functions in various directions. These type of functions
have played a leading role in the developments of various branches of pure and applied sciences. It is
natural to unify these classes and investigate their characterizations. Inspired by the research work going
in this field, we introduce and consider another class of non-convex functions with respect to the arbitrary
non-negative bifunction and a function This class of non-convex functions is called the higher order strongly
generalized preinvex functions. Several new concepts of monotonicity are introduced. We establish the
relationship between these classes and derive some new results under some mild conditions. Asanovel and
innovative application of these higher order strongly affine generalized preinvex functions, we obtain the
parallelogram-like laws for uniformly Banach spaces. We have shown that the minimum of a differentiable
higher order strongly generalized preinvex functions on the general invex set can be characterized by a
class of variational-like inequality. This results inspired us to consider the higher order strongly generalized
variational-like inequalities. Due to the inherent nonlinearity, the projection method and its variant form
can not be used to suggest the iterative methods for solving these generalized variational-like inequalities.
To overcome these drawbacks, we use the technique of the auxiliary principle [10, 14, 23, 30, 43] to suggest
an implicit method for solving general variational-like inequalities. Convergence analysis of the proposed
method is investigated under pseudo-monotonicity, which is a weaker condition than monotonicity. As
special cases, on can obtain various new and refined versions of the known results. It is expected that the
ideas and techniques of this paper may stimulate further research in this field.

2. Preliminary Results

Let K be a nonempty closed set in a real Hilbert space H. We denote by (:,-) and || - || be the inner product
and norm, respectively. Let F : K — R be a continuous function and let g : [0,0) — R be a non-negative
function.

Definition 2.1. [9, 17].The set K in H is said to be a convex set, if

u+tlv—u) ek, Yu,ve K, t€[0,1].

Definition 2.2. [9, 17] A function F is said to be a convex function, if

F(1-tu+tv) <(1-1t)F(u)+tF(v), Yu,vekK, tel0,1].
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If the convex function F is differentiable, then u € K is the minimum of the F, if and only if, u € K satisfies
the inequality
(F'(u),v—u)>0, Yvek,

which is called the variational inequality, introduced and studied by Stampacchia [35] in 1964. For the ap-
plications, formulation, sensitivity, dynamical systems, generalizations, and other aspects of the variational
inequalities, see [10, 19-23, 26, 30, 35, 43] and the references therein.

It is known that in many problems the underlying set may not be a convex set. To overcome this drawback,

Youness [24] introduced the general convex sets with respect to an arbitrary function.

Definition 2.3. [24].The set K, in H is said to be general convex set, if there exists an arbitrary function g, such that
(1 =tg(u) +tg(v) € K;, Yu,veH:gu),g() €Kyt e€l0,1].

If g = I, the identity operator, then general convex set reduces to the classical convex set. Clearly every
convex set is a general convex set, but the converse is not true.

For the sake of simplicity, we always assume that Yu,v € H : g(u), g(v) € K;, unless otherwise.

Definition 2.4. A function F is said to be general convex(g-convex) function, if there exists an arbitrary non-negative
function g, such that

F((1 = tg(u) + tg(v)) < (1 = HF(g(w)) + tF(g(0)), Vg(u),g9(v) € Ky, t€[0,1].

The general convex functions were introduced by Noor [24]. Noor [24] proved that the minimum u € H :
g(u) € K, of the differentiable general convex functions F can be characterized by the class of variational
inequalities of the type:

(F'(g(w)), 9(0) —g)) 20, YveH:g(v) €K,

which is known as general variational inequalities, introduced and studied by Noor [24].

Ben-Israel and Mond [4] introduced the concept of invex set and preinvex functions, which has inspired a
great deal of interest of the applications of invex sets and preinvex functions in mathematical programming
and optimization problems.

Definition 2.5. [4].The set K;, in H is said to be an invex set with respect to an arbitrary bifunction n(-, -), if
u+tn(v,u) € K, Yu,v € K;, t €[0,1].

The invex set K, is also called n-connected set. Note that the invex set with (v, u) = v — u is a convex set K,
but the converse is not true. For example, the set K, = R - (—%, %) is an invex set with respect to 1, where

(0,1) = v—u, for v>0,u>0 or v<0,u<0
o, uy = u—-v, for v<0,u>0 or v<0,u<O.

It is clear that K, is not a convex set.

From now onward Kj, is a nonempty closed invex set in H with respect to the bifunction 7(;, -), unless
otherwise specified.

Clearly the general convex sets and invex sets are two different generalizations of the convex sets and
have important applications. It is natural to unifies these concepts. These facts and observations motivated
us to introduce the following:
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Definition 2.6. A set K, C H is said to be a generalized invex set with respect to an arbitrary function g and
bifunction 1(.,.), if and only if

g(u) +tn(g(v), g(u)) € Ky,  Yu,v € H: g(u), g(v) € Ky, t € [0.1],
which was introduced by Awan et al[3] in 2015.

Definition 2.7. The function F on the generalized invex set Ky, is said to be higher order strongly generalized
preinvex with respect to the bifunction n(-,-) and an arbitrary function g, if there exists a constant u > 0, such that

F(g(u) + tn(g(v), gw))) < (1= 1)F(g(u)) + tF(g(v))
=t (1= 1) + t(1 = ) }lIn(g(v), g,
Yg(u), g(v) € Kgp, t € [0,1],p 2 1.
The function F is said to be higher order strongly generalized preconcave, if and only if, —F is higher order

strongly generalized preinvex function. Note that every higher order strongly generalized convex function
is a higher order strongly generalized preinvex, but the converse is not true.

L. If n(g9(v), g(u)) = g(v) — g(u), then the higher order strongly generalized preinvex function becomes higher
order strongly general convex functions, that is,

Definition 2.8. The function F on the general convex set K, is said to be higher order strongly general convex with
respect to function g, if there exists a constant p > 0, such that

F(g(u) + Hg(v) —g(w))) < (1 -1HF(g(u)) + tF(g(v))
- p{fP(@ -+ t1 - 1Hg) - gw)IF,
Yg(u),g(v) € K, t €[0,1],p 21,

which were investigated by Noor et al. [29, 32].

For the properties of the higher order strongly general convex functions in variational inequalities and
equilibrium problems, see Noor et al. [28, 29, 32].

IL. If n(g(v), g(u)) = v — u, then the higher order strongly generalized preinvex function becomes higher
order strongly convex functions, that is,

Definition 2.9. The function F on the convex set K is said to be higher order strongly convex, if there exists a constant
u =0, such that

F(u+tv—u)) < (1 —F(u) + tF(v) — uf{t!(1 — ) + t(1 — t)P}ljo — ullP,
Yu,veKtel0,1],p =1,

which were introduced and studied by Mohsen et al [16].

For the properties of the higher order strongly convex functions in variational inequalities and equilibrium
problems, see Noor et al. [20-22, 25, 27-29, 32].

IIL. If p = 2, then Definition 2.7 becomes:

Definition 2.10. A function F on the generalized invex set K, is said to be strongly generalized preinvex function
with respect to the bifunction 1)(.,.) and function g, if there exists a constant u > 0, such that

F(g(u) + tn(g(v), g(w))) < (1 = )F(g(w)) + tF(g(0)) — pt(1 = Hlin(g(v), gw))I,
Yg(u), g(v) € Ky, t € [0,1],

which appears to be a new one.
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IV. If u = 0, then Definition 2.7 becomes:

Definition 2.11. A function F on the generalized invex set K, is said to be general preinvex function with respect
to the bifunction 1(.,.) and function g, if

F(g(u) + tn(g(v), gu))) < (1 = HF(g(w)) + tF(g(@)), Vg, g(@) € Kgy, t €[0,1],
which was introduced and studied by Awan et al[3].

Definition 2.12. The function F on the generalized invex set Ky, is said to be higher order strongly generalized quasi
preinvex with respect to the bifunction n(-,-) and an arbitrary function g, if there exists a constant u > 0, such that

F(g(u) + tn(g(v), g(u))) < max{F(g(u)), F(g(v))} — u{t’ (1 = ) + (1 = )’ Hin(g(©), gw)I,
Yg(u), g(v) € Ky, t € [0,1],p 2 1.

Definition 2.13. The function F on the generalized invex set K, is said to be higher order strongly generalized
log-preinvex with respect to the bifunction n(-,-) and function g, if there exists a constant u > 0, such that

F(g(u) + tn(g(v), g))) < (F(gw)))' " (F(g(v)))" — p{t’(1 — ) + t(1 = ) Hin(g(0), gu)IP,
Yg(u),g(v) € Ky, t €[0,1],p 2 1,

where F(-) > 0.

From the above definitions, we have

F(g(u) + tn(g(0), gw))) < (F(g(w)))' ™ (F(g(@)))’
—p{tP (1 = 1) + 11 = "} In(g(0), g)I”
< (1=HFg(w) + tF(g(v)))
—p{tP (1 = 1) + 11 = "} In(g (), g@)IP
< max{F(g(w)), F(g(0)}

—p{tP (1 = 1) + 11 = }In(g (@), g@)IP-

This shows that every higher order strongly generalized log-preinvex function is higher order strongly
generalized preinvex function and every higher order strongly generalized preinvex function is a higher
order strongly generalized quasi-preinvex function. However, the converse is not true.

Definition 2.14. The function F on the generalized invex set K, is said to be higher order strongly affine generalized
preinvex with respect to the bifunction n(-,-) and function g, if there exists a constant u > 0, such that

F(g(u) + tn(g(v), gw))) = (1 -1HF(g(w)) + tF(g(v))
= w{tP( =)+ 1 = )P HIn(g (), gu)IF,
Yg(u), g(v) € Kyp, t € [0,1],p 2 1.

For t = 1, Definitions 2.7 and 2.14 reduce to the following condition:
Condition A.

F(g(u) + n(9(v), gw))) < F(g(©)), Vg(u),g() € Kgy.

Definition 2.15. The differentiable function F on the generalized invex set K, is said to be higher order strongly
generalized invex function with respect to the bifunction n(-,-) and function g, if there exists a constant u > 0, such
that

F(g(v)) = F(g(w) = (F'(g(w)), n(g(v), 9)) + plin(g(@), g@)IF, - Yg(u), 9(v) € Koy, p 2 1,
where F'(g(u))) is the differential of F at g(u).
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It is noted that, if y = 0 and g = I, then the Definition 2.10 reduces to the definition of the invex function
as introduced by Hanson [11]. It is well known that the concepts of preinvex and invex functions play
significant roles in the mathematical programming and optimization theory, see [4, 11, 15, 34, 37, 38, 42]
and the references therein.

Remark 2.16. Note that, if 1 = 0, then the Definitions 2.10-2.13 appear to be new ones.

Definition 2.17. An operator T : Ky, — H is said to be:

1. higher order strongly gn-monotone, iff, there exists a constant o > 0 such that
(Tu,n(g(), gw)))  + (To,n(g(u), g(v))
< =lln(g@), g@)IP + lIn(g(w), g@)IP}Y,  Yg(u),g(v) € Ky, p > 0.
2. n-monotone, iff,
(Tu,n(g(v), gw))) +(To,n(g(), g(v))) < 0, Vg(u), g(v) € Kgy,p > 0.

3. higher order strongly gn-pseudomonotone, iff,
there exists a constant v > 0 such that

(Tu,n(g(v), g())) + vlin(g(@), gw)IP = 0 = —(Tov, n(g(u), 9(v)))) = 0,
Yg(u), g(v) € Kgy,p > 0.

4. higher order strongly relaxed gn-pseudomonotone, iff,
there exists a constant u > 0 such that

(Tu,n(9(v), g(w))) 2 0 = —(To, n(9(w), 9(v)) + plln(g(w), g@)I = 0,
Yg(u), g(v) € Ky, p > 0.

5. strictly gn-monotone, iff,

(Tu, 1(g(), g@))) + (T, n(g(w), 9(v))) <0,  ¥g(u), g(v) € Kgy, p > 0.
6. gn-pseudomonotone, iff,

(Tu, n(g(v), g(u))) = 0 = (Tv, n(g(u), g9(v))) <0,

v g(u),g(v) € Ky, p > 0.

7. quasi gn-monotone, iff,

(Tu,n(g(v), gw))) > 0 = (Tv,n(g(w), 9(v))) <0, Vg(w), g(v) € Koy, p > 0.
8. strictly gn-pseudomonotone, iff,

(Tu,n(g(v), g(u))y = 0 = (To, n(g(u), 9(v))) <0, Vg(u),9(v) € Ky, p > 0.

Definition 2.18. A differentiable function F on the generalized invex set Ky, is said to be higher order strongly
pseudo gn-invex function, iff, there exists a constant u > 0 such that

(F'(u), n(g(©), gw))) + plin(g(o), g)IP = 0
= F(g(v)) = F(gw)) 20, Vg(u), g(v) € Kgp,p > 1.

Definition 2.19. A differentiable function F on the generalized invex set Ky, is said to be higher order strongly
quasi-invex function, iff, if there exists a constant p > 0 such that

F(g(v)) < F(g(u))
=

(F'(g(u)), n(g(v), g(w))) + ulin(g(u), g@)II <0,
Yg(u), 9(v) € Kgp,p > 1.
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Definition 2.20. The function F on the generalized invex set Ky, is said to be pseudo-invex, if
(F'(9(w)), n(9(0), g(w))) 2 0 = F(9(v)) = F(g(u)),  Yg(u), g(v) € Ky,

Definition 2.21. The differentiable function F on the generalized invex Ky, is said to be higher order strongly
generalized quasi-invex function, if

F(9(0)) < F(g(w)) = (F'(9(w)), n(g(v), g@)) <0,  Vg(u), g(v) € Ky,

We also need the following assumption regarding the bifunction 7(.,.), which can be viewed as a
generalization of the condition of Mohan and Neogy [15].
Condition C. Let (-, ") : K, X K, — H satisfy assumptions

n(g(w), g(u) + tn(g(v), g(u))) = ~tn(g(v), g(u))

1(g(), g(u) + tn(g(v), gw)) = (1 = Hn(g(v), gw)),  Vg(u), g(v) € Kgy, t € [0, 1].
Clearly for t = 0, we have n(g(u), g(v)) = 0, if and only if g(u) = g(v), Yu, v € K. One can easily show [11, 15]
that n(g(u) + in(g(v), g(w)), g()) = tn(g(), g(w)), ¥ 9(u), g(v) € Kgp.

3. Main Results

In this section, we discuss some basic properties of higher order strongly generalized preinvex functions
on the generalized invex set K.

Theorem 3.1. Let F be a differentiable function on the generalized invex set K, and let the condition C hold. Then a
function F is higher order strongly generalized preinvex function, if and only if, F is a higher order strongly generalized
invex function.

Proof. Let F be a higher order strongly generalized preinvex function on the generalized invex set K,;,. Then

F(g(u) + tn(g(v), g(u))) < (1 — HF(g(w)) + tF(g(v)) — w{t’ (1 — £) + H(1 = HYlIn(g (@), g@)IIP,
Yg(u), g(v) € Ky, t € [0,1],p > 1.

which can be written as

(Fg@) + tn(g(©), 9(4))) — F(!](M))}
t

+ultTH (1 = B + 1 = P Hlin(g@), gu)IP.

Taking the limit in the above inequality ast — 0, we have

F(g(v)) = F(g(u)) = (F'(9(u)), n(9(0), g()))) + ulin(g(), g))IF.

This shows that F is a higher order strongly generalized invex function.

F(g(v)) = F(g(w)) =

Conversely, let F be a higher order strongly generalized invex function on the generalized invex set K.
Then, Yg(u), g(v) € Ky, t € [0,1], g(vr) = g(u) + tn(g(v), g(u)) € K,y and using the condition C, we have

F(g(v)) = F(g(u) + tn(g(v), g(u)))
> (F(g(u) + tn(g(v), gw))), n(g(v), g(u) + tn(g(v), g(u))))
+ulln(g(v), gu) + tn(g(v), g))IP
= (1= tXF(g(u) + tn(g(v), gw))), n(g(v), g(u))) + u(l = tylin(g(), ga))IP- (3.1)
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In a similar way, we have
F(g(u)) = F(g(u) + tn(g(v), g(u)))
(F'(g(u) + tn(g(v), g()), n(g(w), g(u) + tn(g(v), gw))))
+lln(g(w), g(u) + tn(g(w), g)IP
—HF (g(u) + tn(g(v), g(u)), n(g(v), g(u)) + ut”lin(g (@), g@) I (3.2)
Multiplying (3.1) by t and (3.2) by (1 — t) and adding the resultant, we have

F(g(u) + tn(g(0), g))) < (1 -1HF(g(w)) + tF(g(0))

—p{t" (1 = 1) + 11 = ) }In(g (o), g,

showing that F is a higher order strongly generalized preinvex function. [

\%

Theorem 3.2. Let F be a differentiable higher order strongly generalized preinvex function on the generalized invex
set Kgy. If F is a higher order strongly generalized invex function, then

(F'(g(u)), n(g(v), g(w))) + (F'(9(v)), n(g(u), g(v)))

< —ullin(g(), guIF +linCg(u), g@N)IP}, ¥ g(u), g(v) € Kgy. (33)
Proof. Let F be a higher order strongly general invex function on the generalized invex set K. Then
F(g(v)) = F(g(u)) = (F'(9()), n(9(0), g())) + plin(g(@), g@)IF,  ¥g(u), g(v) € Kgy. (3.4)
Changing the role of g(1) and g(v) in (3.4), we have
F(g(w)) = F(g(v)) = (F'(9(0)), n(g(w), 9(0))) + ulin(g(w), g)IF,  Yg(u), 9(v) € Kgy. 3.5)

Adding (3.4) and (3.5), we have

(F'(g(w)), n(g(v), g(u))) + (F'(9(v)), n(g(u), g(v)))
< —dling@), g)IF +1in(g(w), g@)IF}, Ya(u), g(v) € Ky, (3.6)

which shows that F’(.) is higher order strongly gn-monotone operator. [J
We note that the converse of Theorem 3.2 is true only for p = 2. However, we have:

Theorem 3.3. If the differential F'(.) is a higher order strongly gn-monotone operator, then

F(9(v)) — F(g(w)) = (F'(g(w)), n(g(v), g(w))) + EMIIU(!J(U)I ga))IP.

Proof. Let F'(.) be a higher order strongly gn-monotone operator. From (3.6), we have
F'(9@)), n(g(), g@))y < —(F'(9(w)), n(g(v), g(u)))
—flin(g (@), gaIP + 1in(g(w), g@)I}. (3.7)
Since K, is a generalized invex set, Yg(u), g(v) € K, t € [0,1]

9(ve) = g(u) + tn(g(v), g(1)) € Kyy.
Taking g(v) = g(v¢) in (3.7) and using Condition C, we have

(F'(9(vp)), n(g(u), g(u) + tn(g(@), gw))) < (F'(g(u)), n(g(u) + tn(g(v), g(w)), g(u)))
—w{lin(g(u) + tn(g(v), g(u)), )l
+HIn(g(u), u + tn(g(v), g))IIP}

= —KF'(g(u)), n(g(v), g(w)))
=2t ulln(g(@), g)IF,
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which implies that

(F'(0), n(9(0), gw))) = (F'(9(w)), n(g(0), g(w))) + 2ut’Hlin(g(), gu)IF. (3.8)
Let &(t) = F(g(u) + tn(g9(v), g(u)). Then, from (3.8), we have

&) = (F(g)+tn(g(), gw))), n(g(v), gw)))
> (F(gw),n(g(v), gw)) + 2ut" (g (), gu)IV" (3.9)
Integrating (3.9) between 0 and 1, we have
E() = £0) 2 (P 9(w), (9(0), 9) + > aln(a(@), g
that is,

F(g(u) + tn(g(v), g(u))) = Fg(w)) = (F'(g(w), n(g(), g(w))) + Eulln(g(v)f g@)IP).

By using Condition A, we have

F(9(v)) — F(g(w)) = (F'(g(w)), n(9(v), g())) + %HIIU(?(U)/ ga)IP.
the required result. [

We now give a necessary condition for higher order strongly gn-pseudo-invex function.

Theorem 3.4. Let F'(.) be a higher order strongly relaxed gn-pseudomonotone operator and Condition A and C hold.
Then F is a higher order strongly n-pseudo-invex function.

Proof. Let F’ be higher order strongly relaxed n-pseudomonotone. Then,

(F'(g(u)), n(g(v), g(w))) = 0,Yg(u), g(v) € Ky,
implies that

—(F'(9()), n(g(u), 9(0))) = alin(g(u), g@)I- (3.10)

Since Ky, is a generalized invex set, Yg(u), 9(v) € Ky, t € [0,1],
g(vs) = g(u) + tn(g(v), g(u)) € K. Taking g(v) = g(v) in (3.10) and using condition Condition C, we have

—(F'(g(u) + tn(g(v), g(u))), n(g(w), g(v))) = teln(g(©), gw))IF . (3.11)
Let

&(t) = F(g(u) + tn(g(v), g(w))),  Vg(u), g(v) € Kgy, t € [0, 1].
Then, using (3.11), we have

&) = (F'(g(u) + tn(g(v), gw))), n(g(w), g(v))) = talln(g(v), ga))IP.

Integrating the above relation between 0 to 1, we have
£(1) = O = Flng(@), g)IF,
that is,
F(g(u) + tn(g(v), g(u))) — F(g(u)) = %Ilﬂ(fi(v), ga)I?,
which implies, using Condition A,

Flg(o)) = F(gw) = S lIn(g(0), 9GP,
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showing that F is a higher order strongly gn-pseudo-invex function. [

Theorem 3.5. Let the differential F'(u) of a differentiable higher order strongly generalized preinvex function F(u)
be Lipschitz continuous on the generalized invex set K, with a constant g > 0. Then

F(g(u) + n(g(v), 9(u))) — F(g(u)) < (F'(g(w)), n(g(v), g(u))) + glln(g(v), g))IP?,
Yg(u), g(v) € Kyy.

Proof. Its proof follows from Noor and Noor [26]. [

Definition 3.6. The function F is said to be sharply higher order strongly generalized pseudo preinvex on the
generalized invex set Ky, if there exists a constant y > 0 such that

(F'(g(u)), n(9(0), g(u))) = 0
=

F(g9(v)) = F(g9(v) + tn(g(u), g(v))) + p{t? (1 = t) + (1 = £)PHIn(g(v), gw)IP,
Yg(u), g(v) € Ky, t € [0, 1].

Theorem 3.7. Let F be a sharply higher order strongly generalized pseudo preinvex function on the generalized invex
set Ky, with a constant p > 0. Then

—(F'(9(0)), n(9(0), gw))) = plin(g(v), g, Vg(u), 9(v) € Kyy.

Proof. Let F be a sharply higher order strongly generalized pseudo preinvex function on the generalized
invex set K. Then

F(g(v)) = F(9(v) + tn(g(u), g(©))) + p{t’(1 = ) + 11 = 7 }Hin(g(v), g@))IP,
Yg(u), g(v) € Ky, t € [0,1],

from which we have

F(g(v) + tn(g(u), g(v))) — F(g(v))

" + (1= 1) + (1= P YIn(g(@), g@)IP) < 0.

Taking limit in the above inequality, as t — 0, we have

—~(F'(9(v)), n(9(0), g(w))) = plin(g(v), g@)IF,

the required result. [

Definition 3.8. A function F is said to be a generalized pseudo preinvex function with respect to a strictly positive
bifunction B(., .), if

F(g(v)) < F(g(u))
=

F(g(u) + tn(g(v), g))) < F(g(w)) + t(t = 1)B(g(v), g(w)), Yg(u), 9(v) € Ky, t € [0, 1].

Theorem 3.9.  Ifthe function F is higher order strongly generalized preinvex function such that F(g(v)) < F(g(u)),
then the function F is higher order strongly generalized pseudo preinvex.
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Proof.  Since F(g(v)) < F(g(1)) and F is higher order strongly preinvex function, then
Yg(u), g(v) € Ky, t€[0,1], we have
Flg(u) + tn(g(0), 9(0) < F(g(w) + HF(g(o)) = Fg(w))
—lt (1= )+ ¢(1 = ) lIn(g(@), g
< F(g(uw) + (1 - D(F(g(0)) ~ Fg(w)
—ul# (1= £) + H(1 = P )l(g(0), )P
= F(g(w)) + t(t = 1)(F(g(u)) — F(g(0)))
—u{t’ (1 = 1) + (1 = ) HIn(g(v), g)II’
< F(u) + t(t = 1)B(g(u), g(v))
—u{tP (1 = 1) + 11 = )" Hin(g(v), g@))IFP, Vg(u), g(v) € Kyy,

IA

O

where B(g(u), g(v)) = F(g(u))—F(g(v)) > 0. This shows that the function F is higher order strongly generalized
pseudo preinvex.

4. Applications

In this section, we show that the characterizations of uniformly Banach spaces involving the notion of
higher order strongly generalized invexity are given.
Taking F(u) = ||u|l’ in Definition2.14, we have

llg(u) + tn(g(0), gDl = (A = Dllg)I” + tig@)IF
- @ =) + 1A = O)FHIn(g(@), g)IF,

Yg(u), g(v) € Kgp, t € [0,1],p > 1. 4.1)
Taking ¢ = 3 in (4.1), we have
2g(u) + n(g(v), g(u)) 1 1 1
|| - P + s (@), 9@ = Slg@lP + g1, (42)

Yg(u), 9(v) € Ky,

which is known as the parallelogram-like laws for the Banach spaces involving bifunction 7(.,.) and the
arbitrary function g.

If n(g(v), g(u)) = g(v) — g(u), then (4.2) reduces to the parallelogram-like law as:

llg(@) + gl + pllg(@) — gl = 2"~ Hllg@ll + lg@)I’}, Yg(u), 9(0) € Ky, (4.3)

which is called the parallelogram-like law and can be used to characterize the uniform Banach spaces
involving the arbitrary function;.
If g = I,then (4.3) reduces to the parallelogram-like law as:

o+ ull’ + wllo — ull’ = 2P H{|[ull” + |[|I'}, Yu, v € K, (4.4)

which are known as the parallelogram-like law for the uniform Banach spaces. Xi [36] obtained these
characterizations of p-uniform convexity and g-uniform smoothness of a Banach space via the functionals
|Il.IIP and |||, respectively. Bynum [5] and Chen et al [6, 7] have studied the properties and applications of
the parallelogram laws for the Banach spaces in prediction theory and applied sciences.
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5. Generalized variational-like inequalities

In this section, we introduce and consider a new class of generalized variational-like inequalities, which
arises as a optimality condition of differentiable higher order strongly generalized preinvex functions. This
is the main motivation of our next result.

Theorem 5.1.  Let F be a differentiable higher order strongly generalized preinvex function with modulus u > 0.
Ifu € H: g(u) € Ky is the minimum of the function F, then

F(g(v)) — F(g(u)) > plin(g(), g’ Vg(u), g(v) € Kgp. (5.1)
Proof. Let u € H : g(u) € Ky, be a minimum of the function F. Then
F(g(u)) < F(g(v)), Yg(v) € Ky (5.2)

Since Ky, is a generalized invex set, so, Vg(u), g(v) € Ky, t€[0,1],

9(ve) = g(u) + tn(g(v), g(u)) € Ky
Taking g(v) = g(vy) in (5.2), we have

0< hm{F(g(u) + in((9(v), g(w))) — F(g(w))

t—0 t

b= (F'(g(w)), n(g(), g(w))). (5.3)
Since F is differentiable higher order strongly generalized preinvex function, so

F(g(u) + tn(g(v), g(u))) < F(g(u)) + t(F(g9(v)) — F(g(u)))
=t (1 = 1) + (1 = ) HIn(g().g)IF, Yg(u), g(v) € Kgy,

from which, using (5.3), we have

F , -F
ltij{}{ (9(u)+fn(9(v)t9(u))) (9(u))} + ullng@), ga)IP

(F'(g(w)), n(g(v), g(u))) + ulin(g(), g@)IF,

F(g(v)) - F(g(w))

v

the required result (5.1). [
Remark: We would like to mention that, if u € H : g(u) € K, satisfies the inequality

(F (), n(g(v), u)) + plln(g(@), wlP 20,  Vu,g(v) € Kgy, (5:4)

then u € H : g(u) € Ky, is the minimum of the function F.

The inequality of the type (5.4) is called the higher order strongly generalized variational-like inequal-
ity. It is well known that the inequalities of the type (5.4) occur, which do not arises as a minimum of the
differentiable functions. These facts motivated us to consider a more generalized variational-like inequality
of which (5.4) is a special case.

For given two operators T, g, we consider the problem of finding u € H : g(u) € K, for a constant u such
that

(Tu,n(g(v), gw))) + plin(g(@), gw)IIF =0, Vg(v) € Kgp,p > 1, (5.5)

which is called the higher order strongly generalized variational-like inequality.
We now discuss some special cases of the problem (5.5).
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(i). If Tu = F'(g(u)), then problem (5.5) is exactly the problem (5.4).

(ii). If u = 0, then (5.5) is equivalent to finding u € H : g(u) € K, such that
(Tu, 1(9(0), g(u))) 2 0,  Vg(v) € Kgy, (5:6)

which is known as the generalized variational-like inequality.
@ii). If n(g(v), g(u)) = g(v) — g(u), then problem (5.5) reduces to the problem of finding u € H : g(u) € K; such
that

(Tu, g(v) = gw)) + pllg() — g 20,  Yg(v) € Ko, p > 1, (5.7)

which is called the higher order general variational inequality, introduced and studied by Noor et al. [32].

For suitable and appropriate choice of the parameters u, p, operators g and bifunction 7(.,.), one can
obtain several new and known classes of variational-like inequalities, variational inequalities and related
optimization problems.

We note that the projection method and its variant forms can be used to study the higher order strongly
generalized variational-like inequalities (5.5)due to its inherent structure. This fact motivated us to consider
the auxiliary principle technique, which is mainly due to Lions and Stampacchia [14] Glowinski et al[10] as
developed by Noor [20, 21, 23] and Noor et al[28, 30, 31]. We use this technique to suggest some iterative
methods for solving the higher order strongly generalized variational-like inequalities (5.5).

For a given u € H : g(u) € Ky, satisfying (5.5), consider the problem of finding w € H : g(w) € K,
such that

(pTw, n(g(v), g(w))) + (w — u,v — w) + vlin(g(v), gw))|I =0, (5.8)
Vg(v) € Koy >1,

where p > 0 is a parameter. The problem (5.8) is called the auxiliary higher order strongly generalized
variational-like inequality. It is clear that the relation (5.8) defines a mapping connecting the problems (5.5)
and (5.8). We not that, if g(w(u)) = g(u), then w is a solution of problem (5.5). This simple observation
enables to suggest an iterative method for solving (5.5).

Algorithm 5.2. For given uy, find the approximate solution u,1 by the scheme

(pTuns1,1(g(©), gUn+1)))  +  (Uns1 = Un, 0 = Uny1)
+ vIin(g@), g(up1))lIF = 0. VYg(v) € Kgp,p > 1. (5.9)

The Algorithm 5.2 is known as the implicit method. Such type of methods have been studied extensively
for various classes of variational-like inequalities. See [20, 21, 23, 28, 30] and the reference therein.
If v = 0, then Algorithm 5.2 reduces to:

Algorithm 5.3. For given uy, find the approximate solution u,.1 by the scheme
(pTun+1,1M(g(©), g(Un41))) + (Uns1 — Un, 0 — Uys1) 2 0,Yg(0) € Ky,

which appears to new ones even for solving the generalized variational-like inequalities(5.6).

In to study the convergence analysis of Algorithm 5.2, we need the following concept.

Definition 5.4. The operator T is said to be pseudo gn-monotone with respect to
ulin(g(@), gl p > 1, if

(pTu,n(g(v), g(w))) + ulin(g(@), gl = 0,Vg(v) € Ky, p > 1,

-

—(pTo,n(g(v), 9(w))) — plin(g(@), gw)II’ > 0,¥g(v) € Kgy, p > 1
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If u = 0, then Definition 5.4 reduces to:

Definition 5.5. The operator T is said to be pseudo gn-monotone, if
(pTu,n(g(v), g(u))) 2 0,¥g(v) € Ky

-
—(pTv, n(g(v), g(u))) = 0,Yg(v) € Ky,

which appears to be a new one.
We now study the convergence analysis of Algorithm 5.2.

2094

Theorem 5.6. Let u € H : g(u) € Ky be a solution of (5.5) and u,41 be the approximate solution obtained from

Algorithm 5.2. If T is a pseudo gn- monotone operator, then
et = il < et = 0l = Nty = 0.
Proof. Letu € H : g(u) €€ K, be a solution of (5.5), then
(pTu, 1(g(©), g(u)) + ulin(g (@), g@)IF = 0,¥4(v) € Ky,
implies that
~(pTo, 1(9(v), (1)) = plin(g(@), g = 0,¥g(v) € Kgy,
Now taking v = 1,41 in (5.11), we have

—(pTuns1, N(G(tns1), gW))) — ulln(gunsr), gl = 0.

Taking v = u in (5.9), we have

(pTupi1, N(g(u), g(Un41))) + (Ups1 — Un, © — tpi1) + VIIN(g(), g(un1))IP > 0.
Yg(v) € K,p > 1.

Combining (5.12) and (5.13), we have
<un+1 — Uy, Up+1 — M> > 0.

Using the inequality
2(a, by = lla + bl ~ llal* ~ |IbI*, Va, b € H,

we obtain
2 2 2
e — wll® < Ny — ull™ = ltner — unll”,

the required result (5.10). O

(5.10)

(5.11)

(5.12)

(5.13)

Theorem 5.7. Let the operator T be a pseudo gn-monotone. If u,.q is the approximate solution obtained from

Algorithm 5.2 and u € H : g(u) €€ Ky, is the exact solution (5.5), then

lim u, = u.

n—oo

Proof. Letu € H : g(u) € K, be a solution of (5.5). Then, from (5.10), it follows that the sequence {|[u — u,||}

is nonincreasing and consequently {u,} is bounded. From (5.10), we have
o0
2 2
Y Mt =l < lltg = ul?,
n=0

from which, it follows that

lim {41 — |l = 0.
n—oo

(5.14)
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Let 71 be a cluster point of {u,} and the subsequence {u,,} of the sequence u, converge to 71 € H. Replacing u,
by uy, in (5.9), taking the limit #; — 0 and from (5.14), we have

(Tat, n(g(), g(@)) + plin(g(@), g@)IF = 0,,  Vg(v) € Kgy,p > 1.
This implies that 71 € H : g(i1)Ky, satisfies (5.5) and
a1 =l < Nt = 2P
Thus it follows from the above inequality that the sequence 1, has exactly one cluster point i1 and

lim = 1.

n—oo

O

In order to implement the implicit Algorithm 5.2, one uses the predictor-corrector technique. Conse-
quently, Algorithm 5.2 is equivalent to the following iterative method for solving the higher order strongly
generalized variational-like inequality (5.5).

Algorithm 5.8. For a given ug € K, find the approximate solution u,,41 by the schemes

(PTun,n(g©), 9yn))) + (Yn = tn, v = yu) + plin(g(@), gy ) = 0,¥9(v) € Kyp,p > 1
OTYn,n(g(©), g(un))y  +  Ctn = Yn, 0 = yu) + plin(g(v), glun)II’ = 0,¥g(v) € Kgy,p > 1.

Algorithm 5.8 is called the two-step method and appears to be a new one.

Using the auxiliary principle technique, we now suggest an other iterative method for solving the higher
order strongly generalized variational-like inequalities and related optimization problems.

For a given u € H : g(u) € K, satistying (5.5), consider the problem of finding
w € H : h(w) € Ky, such that

(pTu,n(g(v), gw))) + {(g(w) — g(u), g(v) — gw)) + vlin(g(®), gw)I > 0, (5.15)
Vg(v) € Kyr]rp >1,

where p > 0 is a parameter. The problem (5.15) is called the auxiliary higher order strongly generalized
variational-like inequality. It is clear that the relation (5.15) defines a mapping connecting the problems
(5.5) and (5.15). We note that, if g(w(u)) = g(u), then w is a solution of problem (5.5). This simple observation
enables us to suggest the following iterative method for solving (5.5).

Algorithm 5.9. For given uy, find the approximate solution u,.1 by the scheme

(pTun, 1(g(0), §(tn+1))) + {g(Un+1) = g(1tn), 9(©) = g(tins41))
+VlIn(g(@), g(uns))IIP 2 0,¥9(v) € Koy, p > 1, (5.16)

which is an explicit algorithm.

Using the auxiliary principle technique, on can suggest several iterative methods for solving the higher
order strongly generalized variational-like inequalities and related optimization problems. We have only
given some glimpse of the higher order strongly generalized variational-like inequalities. Itis an interesting
problem to explore the applications of such type of generalized variational-like inequalities in various fields
of pure and applied sciences.
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Conclusion

In this paper, we have introduced and studied a new class of convex functions, which is called higher
order strongly generalized preinvex function. It is shown that several new classes of strongly convex
functions can be obtained as special cases of these higher order strongly generalized preinvex functions.
We have studied the basic properties of these functions. New parallelogram laws for uniformly Banach
spaces have been derived as applications of the higher order strongly generalized preinvex functions. It is
an open problem to study the applications of these parallelogram laws. We have also considered a new class
of higher order strongly generalized variational-like inequalities. Using the auxiliary principle technique,
an implicit iterative method is suggested for finding the approximate solution of generalized variational-
like inequalities. Using the pseudo-monotonicity of the operator, convergence criteria is discussed. Some
special cases are considered as application of the main results. The ideas and techniques of this paper may
be starting point for further research.
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