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Abstract. In this paper, we investigate the existence of solutions for Hilfer-type fractional differential
equations and inclusions involving mixed nonlinearities complemented with nonlocal fractional integral-
multipoint boundary conditions. Our study is based on the tools of fixed point theory for both single-valued
and multi-valued maps. Examples are constructed for illustrating the obtained results. We also discuss
special cases concerning Langevin equation and inclusions in the given setting.

1. Introduction

Fractional differential equations are found to be of great value and interest in view of their applications
in diverse disciplines of science and technology. Unlike the concept of classical derivative, there do
exist several definitions of fractional derivative operators [1]-[3]. One important definition of fractional
derivative, which represents both Riemann-Liouville and Caputo derivatives under suitable choice of
parameters, was proposed by Hilfer in [4].

Initial value problems involving Hilfer fractional derivatives were studied by several authors, for
example, see [5]-[9]. Some interesting results on boundary value problems involving Hilfer fractional
differential equation can be found in the article [10]. For some recent results on Hilfer-type fractional
differential equations, see [11]-[21].

In the present article, we introduce and investigate a new class of nonlocal multi-point integral boundary
value problems involving Hilfer-type fractional differential operators of different orders. As a first problem,
we discuss the existence and uniqueness of solutions for a nonlocal multi-point integral boundary value
problem involving Hilfer fractional differential equation with mixed nonlinearities given by

HDα1,β1
(

HDα2,β2 x(t) + 1(t, x(t))
)
= f (t, x(t)), t ∈ [a, b],

x(a) = 0, x(b) =
m∑

i=1

µix(ηi) +
n∑

k=1

Iqk x(ξk), a < ηi, ξk < b,
(1)
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where HDα j,β j , j = 1, 2 denotes the Hilfer fractional derivative operator of order α j , 0 < α j ≤ 1 and parameter
β j, 0 ≤ β j ≤ 1, j = 1, 2, µi (i = 1, 2, . . . ,m), qk (k = 1, 2, . . . ,n) are real constants, a ≥ 0, f , 1 : [a, b] ×R→ R are
given continuous functions. Notice that the boundary conditions in the problem (1) contain multi-point as
well as multi-strip contributions. As a second problem, we study the multivalued analogue of the problem
(1) in Section 4.

Here we emphasize that nonlocal conditions are important as these conditions help to model the
phenomena occurring at different positions inside the given domain. Potential application of nonlocal
conditions appear in diffusion processes [22], blood flow problems [23], bacteria self-organization models
[24], etc.

We organize the rest of the paper as follows. In Section 2, we recall some preliminary concepts related
to our study and investigate existence and uniqueness of solutions for the problem (1) in Section 3. Ex-
istence results for the multivalued analogue of problem (1) are proved in Section 4. A special case of the
given problems in terms of Langevin equation and inclusions is discussed in Section 5. Some interesting
observations are presented in the last section.

2. Preliminaries

Let us begin this section with some basic concepts.

Definition 2.1. ([4]) The Hilfer fractional derivative of order α and parameter β for a continuous function σ is defined
by

HDα,βσ(t) = Iβ(n−α)DnI(1−β)(n−α)σ(t), n − 1 < α ≤ n, 0 ≤ β ≤ 1, t > a, D =
d
dt

and

Iωσ (t) =
1
Γ (ω)

t∫
a

(t − s)ω−1 σ (s)ds,

where ω ∈ {β(n − α), (1 − β)(n − α)}.

Here we recall that the Hilfer fractional derivative corresponds to the Riemann-Liouville fractional deriva-
tive when β = 0, while the choice β = 1 changes the Hilfer fractional derivative into the Caputo fractional
derivative [15].

Lemma 2.2. ([25]) Let f ∈ L(a, b), n − 1 < α ≤ n, n ∈N, 0 ≤ β ≤ 1 and I(n−α)(1−β) f ∈ ACk[a, b]. Then

Iα(HDα,β f )(t) = f (t) −
n−1∑
k=0

(t − a)k−(n−α)(1−β)

Γ(k − (n − α)(1 − β) + 1)
lim

t−→a+

dk

dtk
(I(1−β)(n−α) f )(t).

Lemma 2.3. For any u, y ∈ C[a, b], the unique solution of the linear fractional boundary value problem:
HDα1,β1 (HDα2,β2 x(t) + u(t)) = y(t), t ∈ [a, b]

x(a) = 0, x(b) =
m∑

i=1

µix(ηi) +
n∑

k=1

Iqk x(ξk), (2)

is

x(t) = Iα1+α2 y(t) − Iα2 u(t)

+
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
Iα2 u(b) − Iα1+α2 y(b) +

m∑
i=1

µiIα1+α2 y(ηi)

−

m∑
i=1

µiIα2 u(ηi) +
n∑

k=1

Iqk+α1+α2 y(ξk) −
n∑

k=1

Iqk+α2 u(ξk)
}
, (3)
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where ϵ1 = α1 + β1 − α1β1 and it is assumed that

∆ =
(b − a)α2+ϵ1−1

Γ(α2 + ϵ1)
−

m∑
i=1

µi
(ηi − a)α2+ϵ1−1

Γ(α2 + ϵ1)
−

n∑
k=1

(ξk − a)qk+α2+ϵ1−1

Γ(qk + α2 + ϵ1)
, 0. (4)

Proof. Applying the operator Iα1 on both sides of Hilfer fractional differential equation in (2) and then
operating Iα2 on the resulting equation, it follows by Lemma 2.2 that

x(t) −
c1(t − a)ϵ2−1

Γ(ϵ2)
+ Iα2 u(t) −

c0

Γ(ϵ1)
Iα2 (t − a)ϵ1−1 = Iα1+α2 y(t), (5)

where c0, c1 ∈ R are unknown constants and ϵi = αi + βi −αiβi, i = 1, 2. Computing the fourth term in (5), we
get

x(t) −
c1(t − a)ϵ2−1

Γ(ϵ2)
+ Iα2 u(t) −

c0

Γ(α2 + ϵ1)
(t − a)α2+ϵ1−1 = Iα1+α2 y(t). (6)

Using the condition x(a) = 0 in (6), we find that c1 = 0. Thus we have

x(t) + Iα2 u(t) −
c0

Γ(α2 + ϵ1)
(t − a)α2+ϵ1−1 = Iα1+α2 y(t), (7)

which, on combining with the condition x(b) =
m∑

i=1

µix(ηi) +
n∑

k=1

Iqk x(ξk), yields

c0

( (b − a)α2+ϵ1−1

Γ(α2 + ϵ1)
−

m∑
i=1

µi
(ηi − a)α2+ϵ1−1

Γ(α2 + ϵ1)
−

n∑
k=1

(ξk − a)qk+α2+ϵ1−1

Γ(qk + α2 + ϵ1)

)
= Iα2 u(b) − Iα1+α2 y(b) +

m∑
i=1

µiIα1+α2 y(ηi) −
m∑

i=1

µiIα2 u(ηi)

+

n∑
k=1

Iqk+α1+α2 y(ξk) −
n∑

k=1

Iqk+α2 u(ξk).

Solving the above equation for c0 and using the notation (4), we get

c0 =
1
∆

{
Iα2 u(b) − Iα1+α2 y(b) +

m∑
i=1

µiIα1+α2 y(ηi)

−

m∑
i=1

µiIα2 u(ηi) +
n∑

k=1

Iqk+α1+α2 y(ξk) −
n∑

k=1

Iqk+α2 u(ξk)
}
.

Substituting the value of c0 in (7) leads to the solution (3). On the other hand, the converse of the lemma
can be obtained by direct computation. This completes the proof. □

3. Main results for the problem (1)

We investigate the existence and uniqueness of solutions for the problem (1) by converting it into a fixed
point problem x = T x with the aid of of Lemma 2.3, where the operator T : C([a, b],R) → C([a, b],R) is
defined by

(T x)(t) = Iα1+α2 f (t, x(t)) − Iα21(t, x(t))

+
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
Iα21(b, x(b)) − Iα1+α2 f (b, x(b)) +

m∑
i=1

µiIα1+α2 f (ηi, x(ηi))

−

m∑
i=1

µiIα21(ηi, x(ηi)) +
n∑

k=1

Iqk+α1+α2 f (ξk, x(ξk)) −
n∑

k=1

Iqk+α21(ξk, x(ξk))
}
, (8)
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where ∆ is given by (4) and C([a, b],R) is the Banach space of all continuous real valued functions defined
on [a, b] endowed with the norm ∥x∥ = sup{|x(t)|, t ∈ [a, b]}.

For the sake of computational convenience, we introduce the notations:

ω1 =
(b − a)α1+α2

Γ(α1 + α2 + 1)
+

(b − a)α2+ϵ1−1

|∆|Γ(α2 + ϵ1)

( (b − a)α1+α2

Γ(α1 + α2 + 1)

+
1

Γ(α1 + α2 + 1)

m∑
i=1

|µi|(ηi − a)α1+α2 +

n∑
k=1

(ξk − a)qk+α1+α2

Γ(qk + α1 + α2 + 1)

)
, (9)

ω2 =
(b − a)α2

Γ(α2 + 1)
+

(b − a)α2+ϵ1−1

|∆|Γ(α2 + ϵ1)

( (b − a)α2

Γ(α2 + 1)

+
1

Γ(α2 + 1)

m∑
i=1

|µi(ηi − a)α2 | +

n∑
k=1

(ξk − a)qk+α2

Γ(qk + α2 + 1)

)
. (10)

Now we present our first main result which is concerned with the uniqueness of solutions for the
problem (1) and relies on Banach contraction mapping principle [27].

Theorem 3.1. Assume that

(H1) there exist positive constants L1 and L2 such that, for each t ∈ [a, b] and x, y ∈ R,

| f (t, x(t)) − f (t, y(t))| ≤ L1|x − y|, |1(t, x(t)) − 1(t, y(t))| ≤ L2|x − y|;

(H2) L1ω1 + L2ω2 < 1, where ω1 and ω2 are respectively given by (9) and (10).

Then the problem (1) has a unique solution on [a, b].

Proof. Letting supt∈[a,b] | f (t, 0)| = S1 and supt∈[a,b] |1(t, 0)| = S2, we consider a closed and bounded ball:
Bρ = {x ∈ C([a, b],R) : ∥x∥ ≤ ρ}with

ρ ≥
S1ω1 + S2ω2

1 − (L1ω1 + L2ω2)
.

In the first step, it will be shown that TBρ ⊂ Bρ. For an arbitrary x ∈ Bρ, we have

∥T x∥ ≤ sup
t∈[a,b]

{
Iα1+α2 | f (t, x(t)) − f (t, 0) + f (t, 0)| + Iα2 |1(t, x(t)) − 1(t, 0) + 1(t, 0)|

+
(b − a)α2+ϵ1−1

|∆|Γ(α2 + ϵ1 + 1)

(
Iα2 |1(b, x(b)) − 1(b, 0) + 1(b, 0)| + Iα1+α2 | f (b, x(b)) − f (b, 0) + f (b, 0)|

+

m∑
i=1

|µi|Iα1+α2 | f (ηi, x(ηi)) − f (ηi, 0) + f (ηi, 0)| +
m∑

i=1

|µi|Iα2 |1(ηi, x(ηi)) − 1(ηi, 0) + 1(ηi, 0)|

+

n∑
k=1

Iqk+α1+α2 | f (ξk, x(ξk)) − f (ξk, 0) + f (ξk, 0)| +
n∑

k=1

Iqk+α2 |1(ξk, x(ξk)) − 1(ξk, 0) + 1(ξk, 0)|
)

≤ (L1ρ + S1)ω1 + (L2ρ + S2)ω2 ≤ ρ,
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which implies that TBρ ⊂ Bρ.
Next, we show that T is a contraction. For x, y ∈ C([a, b],R) and for each t ∈ [a, b], we obtain

|T x(t) − T y(t)|
≤ Iα1+α2 | f (t, x(t)) − f (t, y(t))| + Iα2 |1(t, x(t)) − 1(t, y(t))|

+
(b − a)α2+ϵ1−1

|∆|Γ(α2 + ϵ1 + 1)

(
Iα2 |1(b, x(b)) − 1(b, y(b))| + Iα1+α2 | f (b, x(b)) − f (b, y(b))|

+

m∑
i=1

|µi|Iα1+α2 | f (ηi, x(ηi)) − f (ηi, y(ηi))| +
m∑

i=1

|µi|Iα2 |1(ηi, x(ηi)) − 1(ηi, y(ηi))|

+

n∑
k=1

Iqk+α1+α2 | f (ξk, x(ξk)) − f (ξk, y(ξk))| +
n∑

k=1

Iqk+α2 |1(ξk, x(ξk)) − 1(ξk, y(ξk))|,
)

≤ (L1ω1 + L2ω2)∥x − y∥.

Taking the norm of the above inequality for t ∈ [a, b], we get

∥T x − T y∥ ≤ (L1ω1 + L2ω2)∥x − y∥,

which, by (H2), implies that T is a contraction. In consequence, it follows by Banach fixed point theorem
that the problem (1) has a unique solution on [a, b]. This completes the proof. □

In the following result, we establish the existence criteria for solutions of the problem (1) with the aid of
Krasnosel’skiĭ’s fixed point theorem [26].

Theorem 3.2. Assume that

(Ĥ1) there exist a positive constant L2 such that, for each t ∈ [a, b] and x, y ∈ R,

|1(t, x(t)) − 1(t, y(t))| ≤ L2|x − y|, sup
t∈[a,b]

|1(t, 0)| = S2;

(H3) there exists a function ψ1 ∈ C([a, b],R+) such that | f (t, x)| ⩽ ψ1(t),∀(t, x) ∈ [a, b] ×R;

(H4) ω2L2 < 1, where ω2 is given by (10).

Then there exists at least one solution for the problem (1) on [a, b].

Proof. In order to verify the hypothesis of Krasnosel’skiĭ’s fixed point theorem, we decompose the
operator T : C([a, b],R) → C([a, b],R) into sum of two operators T1 and T2 from a bounded closed ball
Br = {x ∈ C([a, b],R) : ∥x∥ ≤ r} to C([a, b],R), where r ≥ [∥ψ1∥ω1 + S2ω2]/(1 − L2ω2), where ω1 and ω2 are
respectively given by (9) and (10) and

T1x(t) = Iα1+α2 f (t, x(t)) +
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
− Iα1+α2 f (b, x(b)) +

m∑
i=1

µiIα1+α2 f (ηi, x(ηi)) +
n∑

k=1

Iqk+α1+α2 f (ξk, x(ξk))
}
,

T2x(t) = −Iα21(t, x(t)) +
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
Iα21(b, x(b)) −

m∑
i=1

µiIα21(ηi, x(ηi)) −
n∑

k=1

Iqk+α21(ξk, x(ξk))
}
.
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For arbitrary elements x, y ∈ Br, we get

∥T1x + T2y∥ ≤ Iα1+α2 | f (t, x(t))| +
(b − a)α2+ϵ1−1

|∆|Γ(α2 + ϵ1)

{
Iα1+α2 | f (b, x(b))|

+

m∑
i=1

|µi|Iα1+α2 | f (ηi, x(ηi))| +
n∑

k=1

Iqk+α1+α2 | f (ξk, x(ξk))|
}

+ Iα2 |1(t, y(t))| +
(b − a)α2+ϵ1−1

|∆|Γ(α2 + ϵ1)

{
Iα2 |1(b, y(b))|

+

m∑
i=1

|µi|Iα2 |1(ηi, y(ηi))| +
n∑

k=1

Iqk+α2 |1(ξk, y(ξk))|
}

≤ ∥ψ1∥ω1 + (L2r + S2)ω2 ≤ r,

which shows that T1x(t) + T2y(t) ∈ Br.
In order to show that T2 is a contraction mapping, we take x, y ∈ Br. Then, ∀t ∈ [a, b], we have

∥T2x − T2y∥

≤ sup
t∈[a,b]

{
Iα2 |1(t, x(t)) − 1(t, y(t))| +

(b − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
Iα2 |1(b, x(b)) − 1(b, y(b))|

+

m∑
i=1

|µi|Iα2 |1(ηi, x(ηi)) − 1(ηi, y(ηi))| +
n∑

k=1

Iqk+α2 |1(ξk, x(ξk)) − 1(ξk, y(ξk))|
}

≤ ω2L2∥x − y∥,

which, in view of (H4), implies that T2 is a contraction.
Now we establish the compactness of the operator T1. It is easy to check that continuity of T1 follows

from that of f . Moreover, the operator T1 is uniformly bounded as

∥T1x∥ ≤ ∥ψ1∥ω1,

where ω1 is given by (9).
Let us set sup(t,x)∈[a,b]×Br

| f (t, x)| = f̂ < ∞ and show that T1 is equicontinuous. For a ≤ t1 ≤ t2 ≤ b, we have

|T1x(t2) − T1x(t1)| =
∣∣∣∣ 1
Γ(α1 + α2)

∫ t2

a
(t2 − s)α1+α2−1 f (s, x(s))ds −

1
Γ(α1 + α2)

∫ t1

a
(t1 − s)α1+α2−1 f (s, x(s))ds

+
[ (t2 − a)α2+ϵ1−1

− (t1 − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

]{
− Iα1+α2 f (b, x(b)) +

m∑
i=1

µiIα1+α2 f (ηi, x(ηi)) +
n∑

k=1

Iqk+α1+α2 f (ξk, x(ξk))
}∣∣∣∣

≤ f̂
{2(t2 − t1)α1+α2 + |(t2 − a)α1+α2 − (t1 − a)α1+α2 |

Γ(α1 + α2 + 1)

}
+ f̂
|(t2 − a)α2+ϵ1−1

− (t1 − a)α2+ϵ1−1
|

|∆|Γ(α2 + ϵ1)

×

{ (b − a)α1+α2

Γ(α1 + α2 + 1)
+

1
Γ(α1 + α2 + 1)

m∑
i=1

|µi(ηi − a)α1+α2 | +

n∑
k=1

(ξk − a)qk+α1+α2

Γ(qk + α1 + α2 + 1)

}
.

Clearly the right-hand side of the above inequality tends to zero independently of x as t2 → t1. In conse-
quence, it follows by Arzelá-Ascoli theorem thatT1 is compact. Thus all the assumptions of Krasnosel’skiĭ’s
fixed point theorem are satisfied and hence its conclusion implies that there exists at least one solution for
the problem (1). This completes the proof. □

Our next existence result is based on Leray-Schauder nonlinear alternative for single valued maps,
which is stated below.
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Lemma 3.3. (Leray-Schauder nonlinear alternative [27]) Let M be a closed and convex subset of a Banach space E,
V be an open subset of M with 0 ∈ V. Suppose that G : V → M is continuous, compact map (that is, G(V) is a
relatively compact subset of M). Then either (i) G has a fixed point inV, or (ii) there is v ∈ ∂V (the boundary ofV
in M) and λ ∈ (0, 1) with v = λGv.

Theorem 3.4. Let f , 1 : [a, b] ×R→ R be continuous functions. Assume that

(H5) there exist functions p1, p2 ∈ C([a, b],R+) and nondecreasing functionsψ1, ψ2 : R+ → R+, such that | f (t, x)| ≤
p1(t)ψ1(∥x∥) and |1(t, x)| ≤ p2(t)ψ2(∥x∥) for all (t, x) ∈ [a, b] ×R;

(H6) there exists a positive real number M such that

M
∥p1∥ψ1(M)ω1 + ∥p2∥ψ2(M)ω2

> 1, (11)

where ω1 and ω2 are respectively given by (9) and (10).

Then there exists at least one solution for the problem (1) on [a, b].

Proof. The proof will be completed in three steps.
Step 1. T : C([a, b],R)→ C([a, b],R) defined by (8) maps bounded sets into bounded sets in C([a, b],R).

Let Br = {x ∈ C([a, b],R) : ∥x∥ ≤ r} be a closed and bounded set in C([a, b],R). Then, for x ∈ Br, we have

|T x(t)| ≤ Iα1+α2 | f (t, x(t))| + Iα2 |1(t, x(t))|

+
(b − a)α2+ϵ1−1

|∆|Γ(α2 + ϵ1)

{
Iα2 |1(b, x(b))| + Iα1+α2 | f (b, x(b))| +

m∑
i=1

|µi|Iα1+α2 | f (ηi, x(ηi))|

+

m∑
i=1

|µi|Iα2 |1(ηi, x(ηi))| +
n∑

k=1

Iqk+α1+α2 | f (ξk, x(ξk))| +
n∑

k=1

Iqk+α2 |1(ξk, x(ξk))|
}

≤ ∥p1∥ψ1(r)ω1 + ∥p2∥ψ2(r)ω2.

Consequently, ∥T x∥ ≤ ∥p1∥ψ1(r)ω1 + ∥p2∥ψ2(r)ω2.
Step 2. T maps bounded sets into equicontinuous sets of C([a, b],R).

For a ≤ t1 ≤ t2 ≤ b and x ∈ Br, we have

|T x(t2) − T x(t1)|

≤ ∥p1∥ψ1(r)
( 2(t2 − t1)α1+α2

Γ(α1 + α2 + 1)
+
|(t2 − a)α1+α2 − (t1 − a)α1+α2 |

Γ(α1 + α2 + 1)

)
+ ∥p2∥ψ2(r)

(2(t2 − t1)α2

Γ(α2 + 1)
+
|(t2 − a)α2 − (t1 − a)α2 |

Γ(α2 + 1)

)
+

∣∣∣∣(t2 − a)α2+ϵ1−1
− (t1 − a)α2+ϵ1−1

∣∣∣∣
|∆|Γ(α2 + ϵ1)

×

{
∥p1∥ψ1(r)

( (b − a)α1+α2

Γ(α1 + α2 + 1)
+

1
Γ(α1 + α2 + 1)

m∑
i=1

|µi(ηi − a)α1+α2 | +

n∑
k=1

(ξk − a)qk+α1+α2

Γ(qk + α1 + α2 + 1)

)
+ ∥p2∥ψ2(r)

( (b − a)α2

Γ(α2 + 1)
+

1
Γ(α2 + 1)

m∑
i=1

|µi(ηi − a)α2 | +

n∑
k=1

(ξk − a)qk+α2

Γ(qk + α2 + 1)

)}
,

which tends to zero independently of x ∈ Br as t2 → t1. Thus, by the Arzelá-Ascoli theorem, the operator T
is completely continuous.



A. Alsaedi et al. / Filomat 36:14 (2022), 4751–4766 4758

Step 3. Here we establish the boundedness of the set of all solutions to x = δT x, with δ ∈ (0, 1).
As in Step 1, one can obtain

∥x∥ ≤ ∥p1∥ψ1(∥x∥)ω1 + ∥p2∥ψ2(∥x∥)ω2,

which can alternatively be written as

∥x∥
∥p1∥ψ1(∥x∥)ω1 + ∥p2∥ψ2(∥x∥)ω2

≤ 1.

According to assumption (H6), there exists a positive constant M such that ∥x∥ , M. Let us define a set
U = {x ∈ C([a, b],R) : ∥x∥ < M}. Note that the operator T :U → C([a, b],R) is completely continuous. From
the choice ofU, there is no x ∈ ∂U such that x = δT x for δ ∈ (0, 1). Then, by Lemma 3.3, we deduce that T
has at least one fixed point inU,which is a solution of the problem (1) on [a, b]. This completes the proof. □

Example 3.5. Consider the following nonlinear boundary value problem


HD1/2,1/4(HD2/3,4/5x(t) + 1(t, x(t)) = f (t, x(t)), t ∈ [0, 1]

x(0) = 0, x(1) =
1
20

x
(1
6

)
+

1
13

x
(1
3

)
+

1
12

x
(1
2

)
+ I7/2x

(2
3

)
+ I5/2x

(5
6

)
,

(12)

where α1 = 1/2, β1 = 1/4, α2 = 2/3, β2 = 4/5, a = 0, b = 1, µ1 = 1/20, µ2 = 1/13, µ3 = 1/12, q1 = 7/2, q2 =
5/2, η1 = 1/6, η2 = 1/3, η3 = 1/2, ξ1 = 2/3, ξ2 = 5/6,m = 3,n = 2. Using the given data, it is found that
ϵ1 = 5/8, α2 + ϵ1 = 31/24 > 1, |∆| ≈ 1.3158, ω1 ≈ 1.7869 and ω2 ≈ 2.2113.

(a) For illustrating Theorem 3.1, we consider

f (t, x(t)) =
e−2t + tan−1 x

10
√

81 + sin t
, 1(t, x(t)) =

1 + t
350

( |x|
|x| + 1

+ 3x + 60
)
. (13)

It is easy to verify that f and 1 satisfy Lipschitz condition with L1 = 1/90,L2 = 6/350, and L1ω1+L2ω2 ≈ 0.0578 < 1.
As the assumptions of Theorem 3.1 hold true, therefore the problem (12) with f and 1 given by (13) has a unique
solution on [0, 1].

(b) In order to illustrate Theorem 3.2, we take

f (t, x(t)) =
2 tan−1 x + π

2π(1 + t)
, 1(t, x(t)) =

e−t

π
tan−1 x +

1
t2 + 1

. (14)

Note that the function f is continuous with | f (t, x)| ≤
1

1 + t
= ψ1(t), 1 is continuous and satisfies the Lipschitz

condition with L2 = 1/π , S2 = 1. Moreover, L2ω2 ≈ 0.7039. Clearly all the hypotheses of Theorem 3.2 are satisfied
and hence the problem (12) with the values of f and 1 given by (14) has at least one solution on [0, 1].

(c) We demonstrate the application of Theorem 3.4 by choosing

f (t, x) =
3

29 + 3t

( |x|
|x| + 1

+ |x| + 1/2
)
, 1(t, x) =

cos2 t
√

t2 + 121
|x|. (15)

Observe that the condition (H5) is satisfied as

| f (t, x)| ≤
3

29 + 3t
(∥x∥ + 3/2) = p1(t)ψ1(∥x∥), |1(t, x)| ≤

cos2 t
√

t2 + 121
∥x∥ = p2(t)ψ2(∥x∥),

and the condition (H6) holds for M > 0.4515. Thus the conclusion of Theorem 3.4 applies to the problem (12) with f
and 1 given by (15).
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4. Multivalued analogue of problem ( 1)

In this section, we discuss the existence of solutions for the multivalued analogue of problem ( 1) given
by 

HDα1,β1 (HDα2,β2 x(t) + 1(t, x(t))) ∈ F(t, x(t)), t ∈ [a, b],

x(a) = 0, x(b) =
m∑

i=1

µix(ηi) +
n∑

k=1

Iqk x(ξk), a < ηi, ξk < b, (16)

where F : [a, b] ×R→ P(R) is a multivalued map and P(R) is the family of all nonempty subsets of R.
Let us first fix our terminology and state the known fixed point theorems for multivalued maps that

we need in the forthcoming analysis. We define some spaces related to our work as follows: P(X) =
{Y ⊂ X : Y , ∅}; Pcp(X) = {Y ∈ P(X) : Y is compact}; Pc,cp(X) = {Y ∈ P(X) : Y is convex and compact};
Pb,cl(X) = {Y ∈ P(X) : Y is bounded and closed} and Pcl(X) = {Y ∈ P(X) : Y is closed}.

Definition 4.1. A multi-valued map F : X → P(X) is said to be upper semi-continuous on X if for each xo ∈ X,
the set F(xo) is a nonempty closed subset of X and there exist an open neighborhoodNo of xo such that F(No) ⊆ B for
each open set B of X containing F(xo).

Lemma 4.2 (Nonlinear alternative for Kakutani maps [27]). Let C be a closed convex subset of a Banach space
E and U be an open subset of C with 0 ∈ U. Suppose that G : U→ Pc,cp(C) is an upper semicontinuous compact map.
Then either G has a fixed point in U or there is an element u ∈ ∂U such that u ∈ µG(u) with µ ∈ (0, 1).

Let (X, d) be a metric space induced from the normed space (X; ∥ · ∥).Let Hd : P(X) × P(X)→ R ∪ {∞} be
given by

Hd(A,B) = max{sup
a∈A

d(a,B), sup
b∈B

d(A, b)},

where d(A, b) = infa∈A d(a; b) and d(a,B) = infb∈B d(a; b). Then (Pb,cl(X), Hd) is a metric space (see [28]).

Definition 4.3. A multivalued operator N : X→ Pcl(X) is called

(a) θ−Lipschitz if and only if there exists θ > 0 such that

Hd(N(x),N(y)) ≤ θd(x, y) for each x, y ∈ X;

(b) a contraction if and only if it is θ−Lipschitz with θ < 1.

Lemma 4.4. (Lasota and Opial [29]) Let X be a Banach space. Let F : [a, b]×R3
→ Pcp,c(R) be an L1

− Carathéodory
multivalued map and let Θ be a linear continuous mapping from L1([a, b],R) to C([a, b],R). Then the operator

Θ ◦ SF,u : C([a, b],R)→ Pcp,c(C([a, b],R)), u 7→ (Θ ◦ SF,u)(u) = Θ(SF,u)

is a closed graph operator in C([a, b],R) × C([a, b],R) × C([a, b],R).

Lemma 4.5. [Covitz and Nadler [30]] Let (X, d) be a complete metric space. If N : X→ Pcl(X) is a contraction, then
FixN , ∅, where FixN is the set of fixed points of the multivalued operator N.

Theorem 4.6. Suppose that the following conditions hold:

(M1) F : [a, b] ×R→ Pc,cp(R) has convex, compact values and is L1-Caratheodory;
(M2) there exists a continuous nondecreasing function ψ : [0,∞) → (0,∞) and a function p ∈ C([a, b],R+) such

that
∥F(t, x)∥p = sup{|x| : x ∈ F(t, x)} ≤ p(t)ψ(∥x∥),∀(t, x) ∈ [a, b] ×R;

(M3) |1(t, x)| ⩽ A(t) for each (t, x) ∈ [a, b] ×R with A ∈ C([a, b],R+);
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(M4) there exists a real number M > 0 such that

M
∥p∥ψ(M)ω1 + ∥A∥ω2

> 1,

where ω1 and ω2 are respectively given by (9) and (10).

Then the boundary value problem (16) has at least one solution on [a, b].

Proof. Define an operator G : C([a, b],R)→ P(C([a, b],R)) as

G(x)(t) =
{
h ∈ C([a, b],R) : h(t) = Iα1+α2 v(t) − Iα21(t, x(t))

+
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
Iα21(b, x(b)) − Iα1+α2 v(b) +

m∑
i=1

µiIα1+α2 v(ηi)

−

m∑
i=1

µiIα21(ηi, x(ηi)) +
n∑

k=1

Iqk+α1+α2 v(ξk) −
n∑

k=1

Iqk+α21(ξk, x(ξk))
}
, t ∈ [a, b], v ∈ SF,x

}
, (17)

where SF,x = {v ∈ L1([a, b],R) : v(t) ∈ F(t, x(t)) f or a.e. on [a, b]} is the set of selections of F for each
x ∈ C([a, b],R). We complete the proof in several steps.

I. By (M1), F is convex and so is SF,x. Therefore, G(x) is convex for each x ∈ C([a, b],R).
II. In order to show that Gmaps bounded sets into bounded sets in C([a, b],R), let Br = {x ∈ C([a, b],R) :

∥x∥ ≤ r} be a bounded set in C([a, b],R). Then, ∀ h ∈ B(x), x ∈ Br, there exists v ∈ SF,x such that

h(t) = Iα1+α2 v(t) − Iα21(t, x(t)) +
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
Iα21(b, x(b)) − Iα1+α2 v(b) +

m∑
i=1

µiIα1+α2 v(ηi)

−

m∑
i=1

µiIα21(ηi, x(ηi)) +
n∑

k=1

Iqk+α1+α2 v(ξk) −
n∑

k=1

Iqk+α21(ξk, x(ξk))
}
,

where ∆ is given by (4). By the conditions (M2) − (M3), it follows that ∥h∥ ≤ ∥p∥ψ(r)ω1 + ∥A∥ω2, where ω1
and ω2 are respectively given by (9) and (10).

III. Here we establish that Gmaps bounded sets into equicontinuous sets of C([a, b],R). Let t1, t2 ∈ [a, b]
with t1 < t2 and x ∈ Br. Then, for each h ∈ B(x), we have

|h(t2) − h(t1)|
≤ Iα1+α2 |v(t2) − v(t1)| + Iα2 |1(t2, x(t2)) − 1(t1, x(t1))|

+
∣∣∣∣ (t2 − a)α2+ϵ1−1

− (t1 − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

∣∣∣∣ × {Iα2 |1(b, x(b))| + Iα1+α2 |v(b)|

+

m∑
i=1

|µi|Iα1+α2 |v(ηi)| +
m∑

i=1

|µi|Iα2 |1(ηi, x(ηi))| +
n∑

k=1

Iqk+α1+α2 |v(ξk)| +
n∑

k=1

Iqk+α2 |1(ξk, x(ξk))|
}

≤ ∥p∥ψ(r)
( 2(t2 − t1)α1+α2

Γ(α1 + α2 + 1)
+
|(t2 − a)α1+α2 − (t1 − a)α1+α2 |

Γ(α1 + α2 + 1)

)
+

∥A∥
Γ(α2 + 1)

(2(t2 − t1)α2 + |(t2 − a)α2 − (t1 − a)α2 |) +
∣∣∣∣ (t2 − a)α2+ϵ1−1

− (t1 − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

∣∣∣∣
×

{
∥p∥ψ(r)

( (b − a)α1+α2

Γ(α1 + α2 + 1)
+

1
Γ(α1 + α2 + 1)

m∑
i=1

|µi(ηi − a)α1+α2 | +

n∑
k=1

(ξi − a)qk+α1+α2

Γ(qk + α1 + α2 + 1)

)
+ ∥A∥

( (b − a)α2

Γ(α2 + 1)
+

1
Γ(α2 + 1)

m∑
i=1

|µi(ηi − a)α2 | +

n∑
k=1

(ξi − a)qk+α2

Γ(qk + α2 + 1)

)}
→ 0,
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as t2 → t1 independently of x ∈ Br. Therefore, it follows by the Arzelá-Ascoli theorem that the operator G is
completely continuous.

IV. Now we show that G is upper semicontinuous. It is equivalent to show that G has a closed graph by
Lemma 4.4.
Let xn → x̂, hn ∈ G(xn) with hn → ĥ, then we need to show that ĥ ∈ G(̂x).
For hn ∈ G(xn), we can find vn ∈ SF,xn such that, ∀t ∈ [a, b],

hn(t) = Iα1+α2 vn(t) − Iα21(t, xn(t)) +
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
Iα21(b, xn(b)) − Iα1+α2 vn(b) +

m∑
i=1

µiIα1+α2 vn(ηi)

−

m∑
i=1

µiIα21(ηi, xn(ηi)) +
n∑

k=1

Iqk+α1+α2 vn(ξk) −
n∑

k=1

Iqk+α21(ξk, xn(ξk))
}

Next it will be shown that there exists v̂ ∈ SF,̂x such that

ĥ(t) = Iα1+α2 v̂(t) − Iα21(t, x̂(t)) +
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
Iα21(b, x̂(b)) − Iα1+α2 v̂(b) +

m∑
i=1

µiIα1+α2 v̂(ηi)

−

m∑
i=1

µiIα21(ηi, x̂(ηi)) +
n∑

k=1

Iqk+α1+α2 v̂(ξk) −
n∑

k=1

Iqk+α21(ξk, x̂(ξk))
}
, ∀t ∈ [a, b].

Introduce a linear continuous operator T : L1([a, b],R)→ C([a, b],R) as

v 7−→ (Tv)(t) = Iα1+α2 v(t) − Iα21(t, x(t)) +
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
Iα21(b, x(b)) − Iα1+α2 v(b) +

m∑
i=1

µiIα1+α2 v(ηi)

−

m∑
i=1

µiIα21(ηi, x(ηi)) +
n∑

k=1

Iqk+α1+α2 v(ξk) −
n∑

k=1

Iqk+α21(ξk, x(ξk))
}
.

Notice that ∥hn − ĥ∥ → 0 as n → ∞. Then, by Lemma 4.4, T ◦ SF is a closed graph operator. Moreover, we
have that hn(t) ∈ T(SF,xn ). As xn → x̂, we get

ĥ(t) = Iα1+α2 v̂(t) − Iα21(t, x̂(t)) +
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
Iα21(b, x̂(b)) − Iα1+α2 v̂(b) +

m∑
i=1

µiIα1+α2 v̂(ηi)

−

m∑
i=1

µiIα21(ηi, x̂(ηi)) +
n∑

k=1

Iqk+α1+α2 v̂(ξk) −
n∑

k=1

Iqk+α21(ξk, x̂(ξk))
}
, ∀t ∈ [a, b],

for some v̂ ∈ SF,̂x.
V. In this step, it will be shown that there exists an open set U ⊆ C([a, b],R) with x < δG(x) for any

δ ∈ (0, 1) and all x ∈ ∂U.
Let δ ∈ (0, 1) and x ∈ δG(x), then there exists v ∈ L1([a, b],R) with v ∈ SF,x such that, for t ∈ [a, b],

x(t) = δIα1+α2 v(t) − δIα21(t, x(t)) +
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)
δ
{
Iα21(b, x(b)) − Iα1+α2 v(b) +

m∑
i=1

µiIα1+α2 v(ηi)

−

m∑
i=1

µiIα21(ηi, x(ηi)) +
n∑

k=1

Iqk+α1+α2 v(ξk) −
n∑

k=1

Iqk+α21(ξk, x(ξk))
}

As in the step II, one can obtain ∥x∥ ≤ ∥p∥ψ(∥x∥)ω1 + ∥A∥ω2, which can alternatively be written as

∥x∥
∥p∥ψ(∥x∥)ω1 + ∥A∥ω2

≤ 1.
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On the other hand, by (M4), we can find M > 0 with ∥x∥ , M. Define an open set U = {x ∈ C([a, b],R) :
∥x∥ < M} and note that the operator G : U → Pc,cp(C([a, b],R)) is compact multivalued map and upper
semicontinuous with convex closed values. From the choice of U, there is no x ∈ ∂U such that x ∈ δG.
Therefore, by Lemma 4.2, G has a fixed point y ∈ U which is a solution of the problem (16). This completes
the proof. □

In the following result, we apply Lemma 4.5 to prove the existence of at least one solution for the
problem (16) when the multivalued map F : [a, b] ×R→ P(R) has nonconvex values.

Theorem 4.7. Let 1 : [a, b]×R→ R be a Lipschitz function with Lipschitz constant L and the following hypotheses
hold:

(M5) F : [a, b] ×R→ Pcp(R) is such that F(., x) : [a, b] ×R→ Pb,cl(R) is measurable for each x ∈ R;
(M6) Hd(F(t, x),F(t, y)) ≤ m(t)|x − y| for almost all t ∈ [a, b] and x, y ∈ R with m ∈ C([a, b],R+) and d(0,F(t, 0)) ≤

m(t) for almost all t ∈ [a, b];
(M7) (∥m∥ω1 + Lω2) < 1.

Then there exists at least one solution for the problem (16) on [a, b].

Proof. In view of the assumption (M5), one can notice that the set SF,x , ∅ for each x ∈ C([a, b],R) and
hence F has a measurable selection (see Theorem III.6 in [32]). Now we show thatG(x) ∈ Pcl(C([a, b],R) f or each x ∈
C([a, b],R), where G is defined by (17). Let {un}n≥0 ∈ G(x) be such that un → u as n→∞ in C([a, b],R). Then
u ∈ C([a, b],R) and assume that there exists vn ∈ SF,xn such that, for each t ∈ [a, b],

un(t) = Iα1+α2 vn(t) − Iα21(t, xn(t)) +
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
Iα21(b, xn(b)) − Iα1+α2 vn(b) +

m∑
i=1

µiIα1+α2 vn(ηi)

−

m∑
i=1

µiIα21(ηi, xn(ηi)) +
n∑

k=1

Iqk+α1+α2 vn(ξk) −
n∑

k=1

Iqk+α21(ξk, xn(ξk))
}
.

Since F has compact values by (M5), we can find v ∈ L1([a, b],R) such that vn → v as n→∞. In consequence,
v ∈ SF,x and for each t ∈ [a, b], we have un(t)→ u(t), where

u(t) = Iα1+α2 v(t) − Iα21(t, x(t)) +
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
Iα21(b, x(b)) − Iα1+α2 v(b) +

m∑
i=1

µiIα1+α2 v(ηi)

−

m∑
i=1

µiIα21(ηi, x(ηi)) +
n∑

k=1

Iqk+α1+α2 v(ξk) −
n∑

k=1

Iqk+α21(ξk, x(ξk))
}
, ∀t ∈ [a, b].

Hence u ∈ G(x), which implies that G(x) ∈ Pcl(C([a, b],R).
Next, we show that G is a contraction, that is, Hd(G(x),G(y)) ≤ θ∥x− y∥,∀x, y ∈ C([a, b],R) and θ ∈ (0, 1). Let
x, y ∈ C([a, b],R) and h1 ∈ G(x), then there exists v1(t) ∈ F(t, x(t)) such that, ∀t ∈ [a, b],

h1(t) = Iα1+α2 v1(t) − Iα21(t, x(t)) +
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
Iα21(b, x(b)) − Iα1+α2 v1(b) +

m∑
i=1

µiIα1+α2 v1(ηi)

−

m∑
i=1

µiIα21(ηi, x(ηi)) +
n∑

k=1

Iqk+α1+α2 v1(ξk) −
n∑

k=1

Iqk+α21(ξk, x(ξk))
}
.

By (M6), we have
Hd(F(t, x),F(t, y)) ≤ m(t)|x(t) − y(t)|.

Therefore, we can find w ∈ F(t, y(t)) such that

|v1(t) − w| ≤ m(t)|x − y|, t ∈ [a, b].
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Now we defineV : [a, b]→ P(R) by

V(t) = {w ∈ R : |v1(t) − w| ≤ m(t)|x(t) − y(t)|}.

SinceV∩F(t, y(t)) is measurable (Proposition 3.4 in [32]), there exists a function v2(t) which is a measurable
selection forV. Hence we can find v2(t) ∈ F(t, y(t)) such that

|v1(t) − v2(t)| ≤ m(t)|x(t) − y(t)|, ∀t ∈ [a, b].

For each t ∈ [a, b], let

h2(t) = Iα1+α2 v2(t) − Iα21(t, y(t)) +
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
Iα21(b, y(b)) − Iα1+α2 v2(b) +

m∑
i=1

µiIα1+α2 v2(ηi)

−

m∑
i=1

µiIα21(ηi, y(ηi)) +
n∑

k=1

Iqk+α1+α2 v2(ξk) −
n∑

k=1

Iqk+α21(ξk, y(ξk))
}
.

Then we have

|h1(t) − h2(t)| ≤ (∥m∥ω1 + Lω2)∥x − y∥,

which implies that ∥h1 − h2∥ ≤ (∥m∥ω1 + Lω2)∥x − y∥. Interchanging the roles of x and y, we have

Hd(G(x),G(y)) ≤ (∥m∥ω1 + Lω2)∥x − y∥,

which, by (M7), shows that G is a contraction. Thus it follows by Lemma 4.5 that G has a fixed point, which
is indeed a solution of the problem (16) on [a, b]. □

5. Special case-Langevin equation and inclusions

Letting 1(t, x(t)) = λx(t) in the problems (1) and (16), we obtain the nonlocal multi-point integral
boundary value problems involving Hilfer type Langevin fractional differential equation and inclusions
respectively given by

HDα1,β1 (HDα2,β2 + λ)x(t) = f (t, x(t)), t ∈ [a, b],

x(a) = 0, x(b) =
m∑

i=1

µix(ηi) +
n∑

k=1

Iqk x(ξk), a < ηi, ξk < b, (18)

and 
HDα1,β1 (HDα2,β2 + λ)x(t) ∈ F(t, x(t)), t ∈ [a, b],

x(a) = 0, x(b) =
m∑

i=1

µix(ηi) +
n∑

k=1

Iqk x(ξk), a < ηi, ξk < b. (19)

5.1. Existence and uniqueness results for the problem (18)

In relation to the problem (18), the fixed point operator T̂ : C([a, b],R)→ C([a, b],R) is

(T̂ x)(t) = Iα1+α2 f (t, x(t)) − λIα2 x(t) +
(t − a)α2+ϵ1−1

∆Γ(α2 + ϵ1)

{
λIα2 x(b) − Iα1+α2 f (b, x(b)) +

m∑
i=1

µiIα1+α2 f (ηi, x(ηi))

− λ
m∑

i=1

µiIα2 x(ηi) +
n∑

k=1

Iqk+α1+α2 f (ξk, x(ξk)) − λ
n∑

k=1

Iqk+α2 x(ξk)
}
.

Now we formulate the existence and uniqueness results for the problem (18). One can prove these results
with the aid of the above operator following the method of proof employed in Section 3. So we do not
provide the proofs for these results.
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Theorem 5.1. Assume that

(H1) f : [a, b] × R → R is a continuous function such that | f (t, x)| ⩽ ϕ(t), ∀(t, x) ∈ [a, b] × R, where ϕ(t) ∈
C([a, b],R+);

(H2) |λ|ω2 < 1, where ω2 is given by (10).

Then the problem (18) has at least one solution on [a, b].

Theorem 5.2. Assume that the following conditions hold:

(H3) | f (t, x) − f (t, y)| ≤ L|x − y|,L > 0 for each t ∈ [a, b] and x, y ∈ R.
(H4) Lω1 + |λ|ω2 < 1, where ω1, ω2 are given by (9) and (10) respectively.

Then the problem (18) has a unique solution on [a, b].

5.1.1. Examples
In this subsection, we illustrate the above-stated results.

Example 5.3. Consider an integral-multipoint boundary value problem for Hilfer type Langevin equation given by HD1/2,1/4(HD2/3,4/5 + 1/9)x(t) =
tan−1 x
π(1 + t)

+
1

2(1 + t)
, t ∈ [0, 1],

x(0) = 0, x(1) = (1/20)x(1/6) + (1/13)x(1/3) + (1/12)x(1/2) + I7/2x(2/3) + I5/2x(5/6).
(20)

Here α1 = 1/2, β1 = 1/4, α2 = 2/3, β2 = 4/5, λ = 1/9, a = 0, b = 1, µ1 = 1/20, µ2 = 1/13, µ3 = 1/12, q1 =
7/2, q2 = 5/2, η1 = 1/6, η2 = 1/3, η3 = 1/2, ξ1 = 2/3, ξ2 = 5/6,m = 3,n = 2. Clearly α2 + ϵ1 = 31/24 > 1, and
| f (t, x)| ≤ 1/(1 + t) = ϕ(t). With the given values, it is found that |∆| ≈ 1.3158, ω1 ≈ 1.7869, ω2 ≈ 2.2113, and
|λ|ω2 ≈ 0.2457 < 1.As all the conditions of Theorem 5.1 are satisfied, therefore its conclusion implies that the problem
(20) has at least one solution in [0, 1].

Example 5.4. Consider the problem{
HD1/2,1/2(HD1/2,1/7 + 1/10)x(t) = (1/20) tan−1 x + e−t, t ∈ [0, 7/10]
x(0) = 0, x(7/10) = (1/11)x(1/5) + (1/10)x(3/10) + I7/2x(2/5) + I9/2x(1/2). (21)

It is easy to check that | f (t, x)− f (t, y)| ≤ L|x−y|with L = 1/20. Using the given data, we find that |∆| ≈ 1.1601, ω1 ≈

1.3512, ω2 ≈ 1.8603 and Lω1 + |λ|ω2 = 0.2536 < 1. Since the hypothesis of Theorem 5.2 holds true, so its conclusion
applies to the problem (21).

5.2. Existence results for the problem (19)
Theorem 5.5. Assume that hypotheses (M1) and (M2) hold. In addition, there exists a positive real numberM such
that

(1 − |λ|ω2)M
∥p∥ψ(M)ω1

> 1,

where ω1, ω2 are given by (9) and (10) respectively. Then the boundary value problem (19) has at least one solution
on [a, b].

Theorem 5.6. Suppose that the conditions (M5) and (M6) are satisfied. Then the problem (19) has at least one
solution on [a, b] if ∥m∥ω1 + |λ|ω2 < 1, where ω1, ω2 are respectively given by (9) and (10).

Example 5.7. Consider the inclusions problem{
HD1/2,1/4(HD2/3,4/5 + 1/9)x(t) ∈ F(t, x(t)), t ∈ [0, 1],
x(0) = 0, x(1) = (1/20)x(1/6) + (1/13)x(1/3) + (1/12)x(1/2) + I7/2x(2/3) + I5/2x(5/6). (22)
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Here α1 = 1/2, β1 = 1/4, α2 = 2/3, β2 = 4/5, λ = 1/9, a = 0, b = 1, µ1 = 1/20, µ2 = 1/13, µ3 = 1/12, q1 =

7/2, q2 = 5/2, ξ1 = 2/3, ξ2 = 5/6,m = 3,n = 2. Using the given values, we find that ϵ1 = 5/8, α2 + ϵ1 =
31
24

>

1, |∆| ≈ 1.3158, ω1 ≈ 1.7869, ω2 ≈ 2.2113. Let us take

F(t, x(t)) =
[ 1
17e−t (|x| +

|x|
|x| + 2

+ 1/7),
(1 + t)

20
sin |x|

]
. (23)

Then p(t) = e/17 and ψ(∥x∥) = ∥x∥ + 8/7. By (5.5), we haveM > 0.6968. Therefore, the hypothesis of Theorem 5.5
holds true and hence it follows by its conclusion that the problem (22) with F(t, x(t)) given by (23) has at least one
solution on [0, 1].
For illustrating Theorem 5.6, we consider

F(t, x(t)) =
[ t + 1

16
(tan−1

|x| + 1/5),
(1 + sin t)(|x|)

32(1 + |x|)
+

1
4

]
. (24)

Then F is continuous and measurable, and

Hd(F(t, x),F(t, y)) ≤
1

16
(t + 1)|x − y|,∀x, y ∈ R.

Moreover, d(0,F(t, 0)) ≤ m(t), where m(t) = (t + 1)/16, ∥m∥ = 1/8. Furthermore, ∥m∥ω1 + |λ|ω2 ≃ 0.4690 < 1.
Since the assumptions of Theorem 5.6 are satisfied, therefore we deduce by its conclusion that the problem (22) with
F(t, x(t)) given by (24) has at least one solution on [0, 1].

6. Conclusions

We have presented the existence criteria for solutions of Hilfer-type fractional differential equation and
inclusions involving mixed nonlinearities equipped with nonlocal integral-multipoint boundary condi-
tions. The standard fixed point theorems are applied to achieve the desired results. As a special case, we
deduce the new existence results for Hilfer-type Langevin equation and inclusions, which generalize the
results obtained in [15]. In the nutshell, the work established in the article is new and enrich the related
literature.
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