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Abstract. In this paper a proximal point algorithm for a convex function is considered in complete CAT(0)
spaces. We introduce a necessary and sufficient condition for the set of minimizers of the function to
be nonempty, and by showing that in this case, this iterative sequence converges strongly to the metric
projection of some point onto the set of minimizers of the function.

1. Introduction

Let (X, d) be a CAT(0) space and f : X → (−∞,∞] be a proper, convex and lower semi-continuous
function. One of the most important optimization problems is to find x ∈ X such that

f (x) = min
y∈X

f (y).

We introduce ar1miny∈X f (y) by the set of minimizers of f . One of the most important and effective iterative
methods for solving this problem is the proximal point algorithm(PPA), which has been initiated and
established by Martinet [29] and Rockafellar [31]. G

..
uler [18] showed that the sequence generated by the

proximal point algorithm is not necessarily strongly convergent in general.
The PPA with Halpern,s algorithm [19] has been combined by Kamimura- Takahashi [22] so that the strong
convergence is guaranteed (see also [28, 36]).
The minimizers of the objective convex functional play an important role in the branch of analysis and
geometry. Machine learning, electronic structure computation, system balancing and robot manipulation
can be considered as an application of problems on manifolds (see for example [1, 32, 34, 35] and the
references therein).
Suparatulatorn et al.[33] have recently studied the convergence of a PPA for convex functions. They
assumed that the set of minimizers of f is nonempty. In this article, their results are significantly extend and
improve by obtaining a necessary and sufficient conditions for the set of minimizers of f to be nonempty,
and also by showing that in this case, this PPA converges strongly to an element of the set of minimizers of
f , which is nearest to u.
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2. Preliminaries

A geodesic path joining x to y in a metric space (X, d) is an isometry c : [0, d(x, y)] → X with c(0) =
x, c(d(x, y)) = y. Is called a geodesic segment between x and y, the image of a geodesic path joining x to y.
The metric space (X, d) is said to be a geodesic space if every two points of X are joined by a geodesic, and
X is said to be an uniquely geodesic space if there is exactly one geodesic joining x and y for each x, y ∈ X.
A CAT(0) space is a metric space (X, d) such that it is a geodesic space and satisfies the following inequality:
CN − inequality: If x, y0, y1, y2 ∈ X such that d(y0, y1) = d(y0, y2) = 1

2 d(y1, y2), then

d2(x, y0) ≤
1
2

d2(x, y1) +
1
2

d2(x, y2) −
1
4

d2(y1, y2)

(For more information on the CAT(0) spaces, the reader is advised to read [3, 6–9, 11, 13, 17, 21, 23] and the
references therein). Pre-Hilbert spaces [11], Euclidean buildings [12], R-trees [24], Hadamard manifolds,
the complex Hilbert ball with a hyperbolic metric [16], and many other examples, are some kinds of CAT(0)
spaces. A complete CAT(0) space is called a Hadamard space. For all x and y belong to a CAT(0) space X,
we consider the symbol (1− t)x⊕ ty for the unique point z in the geodesic segment joining from x to y such
that d(z, x) = td(x, y) and d(z, y) = (1 − t)d(x, y).

Example 2.1. [3] Consider two subgraphs of different quadric surfaces:

A = {(x, y, z) ∈ R3 : z ≤ x2 + y2
}

B = {(x, y, z) ∈ R3 : z ≤ −x2
− y2
}.

Obviously, A is not a CAT(0) space, but B is a CAT(0) space.

For the proof of our main results, we need the following useful lemma, and for its proof, we refer the
reader to [14].

Lemma 2.2. Let (X, d) be a CAT(0) space. Then, for all x, y, z ∈ X and all t ∈ [0, 1]:

(1) d2(tx ⊕ (1 − t)y, z) ≤ td2(x, z) + (1 − t)d2(y, z) − t(1 − t)d2(x, y),

(2) d(tx ⊕ (1 − t)y, z) ≤ td(x, z) + (1 − t)d(y, z),

In addition, by using (1), we have

d(tx ⊕ (1 − t)y, tx ⊕ (1 − t)z) ≤ (1 − t)d(y, z)

In 1976, Lim [27] introduced a concept of convergence in complete CAT(0) spaces which is called △-
convergence as follows:
for a bounded sequence (xn) be in complete CAT(0) space (X, d) and x ∈ X we set r(x, (xn)) := lim supn→∞ d(x, xn).
The asymptotic radius of (xn) is given by r((xn)) := inf{r(x, (xn)) : x ∈ X} and the asymptotic center of (xn) is
the set A((xn)) := {x ∈ X : r(x, (xn)) = r((xn))}. In the complete CAT(0) spaces (X, d), it is known that , A((xn))
consists of exactly one point (see [24]). Also a sequence (xn) in the complete CAT(0) space (X, d) is said
△-convergence to some x ∈ X if A((xnk )) = {x} for every subsequence (xnk ). Many authors has studied the
concept of △-convergence (see for example [14, 15] and the references therein).
In 2008 Berg and Nikolaev [10] has introduced the concept of quasilinearization for CAT(0) space X. They
used the symbol

−→
ab instead of (a, b) ∈ X×X and they called it a vector. Also they defined the quasilineariza-

tion map ⟨. , .⟩ : (X × X) × (X × X)→ R by

⟨
−→
ab,
−→
cd⟩ =

1
2

(d2(a, d) + d2(b, c) − d2(a, c) − d2(b, d)), (a, b, c, d ∈ X).
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For all a, b, c, d, e ∈ X, it can be easily shown that ⟨
−→
ab,
−→
ab⟩ = d2(a, b), ⟨

−→
ba,
−→
cd⟩ = −⟨

−→
ab,
−→
cd⟩ and ⟨

−→
ab,
−→
cd⟩ =

⟨
−→ae,
−→
cd⟩ + ⟨

−→
eb,
−→
cd⟩ . Also, we can formally add compatible vectors, more precisely −→ac +

−→
cb =

−→
ab, for all

a, b, c, d ∈ X. X satisfies the Cauchy-Schwarz inequality if for all a, b, c, d ∈ X:

⟨
−→
ab,
−→
cd⟩ ≤ d(a, b)d(c, d).

It is known ([10, Corollary 3]) that a geodesically connected metric space is a CAT(0) space if and only if it
satisfies the Cauchy-Schwarz inequality.
The concept of dual space of a complete CAT(0) space X have been introduced by Ahmadi Kakavandi and
Amini [4], based on a work of Berg and Nikolaev [10], as follows.
Suppose that C(X,R) is the space of all continuous real-valued functions on X. Consider the map Θ :
R × X × X→ C(X,R) defined by

Θ(t, a, b)(x) = t⟨
−→
ab,−→ax⟩, (t ∈ R, a, b, x ∈ X).

By using the Cauchy-Schwarz inequality one can shows thatΘ(t, a, b) is a Lipschitz function with Lipschitz
semi-norm L(Θ(t, a, b)) = |t|d(a, b), (t ∈ R, a, b ∈ X),where

L(ϕ) = sup{
ϕ(x) − ϕ(y)

d(x, y)
: x, y ∈ X, x , y}

is the Lipschitz semi-norm for any function ϕ : X→ R. A pseudometric D on R × X × X is defined by

D((t, a, b), (s, c, d)) = L(Θ(t, a, b) −Θ(s, c, d)), (t, s ∈ R, a, b, c, d ∈ X).

For a Hadamard space (X, d), the pseudometric space (R×X ×X,D) can be considered as a subspace of the
pseudometric space of all real-valued Lipschitz functions (Lip(X,R),L). It is obtained that D((t, a, b), (s, c, d)) =
0 if and only if t⟨

−→
ab,−→xy⟩ = s⟨

−→
cd,−→xy⟩, for all x, y ∈ X ([4], Lemma 2.1). Then, D can impose an equivalent

relation on R × X × X,where the equivalence class of (t, a, b) is

[t
−→
ab] = {s

−→
cd : D((t, a, b), (s, c, d)) = 0}.

The set X∗ = {[t
−→
ab] : (t, a, b) ∈ R × X × X} is a metric space with metric D([t

−→
ab], [s

−→
cd]) := D((t, a, b), (s, c, d)),

which is called the dual space of (X, d).
It is clear that [−→aa] = [

−→
bb] for all a, b ∈ X. Fix o ∈ X, we write 0 = [−→oo] as the zero of the dual space. In [4], it

is shown that the dual of a closed and convex subset of Hilbert space H with nonempty interior is H and
t(b − a) ≡ [t

−→
ab] for all t ∈ R, a, b ∈ H. Note that X∗ acts on X × X by

⟨x∗,−→xy⟩ = t⟨
−→
ab,−→xy⟩, (x∗ = [t

−→
ab] ∈ X, x, y ∈ X).

Also, we use the following notation:

⟨αx∗ + βy∗,−→xy⟩ = α⟨x∗,−→xy⟩ + β⟨y∗,−→xy⟩, (α, β ∈ R, x, y ∈ X, x∗, y∗ ∈ X∗).

3. Convex functions

Let X be a CAT(0) space and C be a convex subset of X. A function f : C ⊂ X → (−∞,∞] with domain
D( f ) = {x ∈ C : f (x) < +∞} is convex if, for any geodesic γ : [a, b] → C, the function f oγ is convex, i.e.
f (αx ⊕ (1 − α)y) ≤ α f (x) + (1 − α) f (y) for all x, y ∈ C and α ∈ (0, 1). Recall that f is proper if and only if
D( f ) , ∅.
A function f : C ⊂ X→ (−∞,∞] is said to be lower semi-continuous at x ∈ D( f ) if

f (x) ≤ lim inf
n→∞

f (xn)
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for each sequence xn such that xn → x as n→∞. A function f is called lower semi-continuous if it is lower
semi-continuous at any point in D( f ). For any λ > 0,the Moreau-Yosida resolvent of f in CAT(0) spaces is
defined by:

Jλ(x) = ar1miny∈C

(
f (y) +

1
λ

d2(y, x)
)
,

for all x ∈ C. The mapping Jλ is well defined for all λ > 0 (see for example [20, 30]). Let f : X→ (−∞,+∞] be
a proper convex and lower semi-continuous function. It was shown in [5] that the set F(Jλ) of fixed points
of the resolvent associated with f coincides with the set ar1miny∈C f (y) of minimizers of f . We say that a
function T : X → X is a nonexpansive mapping, if d(Tx,Ty) ≤ d(x, y) for all x, y ∈ X. Also, for any λ > 0,
the resolvent Jλ of f is non-expansive; see [20].
To reach the main results of this paper, the following definitions and useful lemmas are required.

Definition 3.1. [26] Let X be a CAT(0) space. A function f : C→ (−∞,∞] is △-lower semi-continuous at a point
x ∈ D( f ) if

f (x) ≤ lim inf
n→∞

f (xn)

for each sequence xn such that xn is △-convergence to x as n→∞.

A function f is said to be △-lower semi-continuous if it is △-lower semi-continuous at any point in D( f ).
It can be easily seen that, every lower semi-continuous and convex function is △-lower semicontinuous.

Lemma 3.2. [2] A bounded sequence (xn) in Hadamard space (X, d), △-convergence to x ∈ X if and only if
lim supn→∞⟨

−−→xxn,
−→xy⟩ ≤ 0, for all y ∈ X.

Lemma 3.3. [20] Every bounded sequence in a CAT(0) space has a △-convergent subsequence.

4. Main results

Let (X, d) be a CAT(0) space and f : X → (−∞,∞] be a proper, convex and lower semi-continuous
function. One of the important problems in optimization is to find x ∈ X such that

f (x) = min
y∈X

f (y).

We introduce ar1miny∈X f (y) by the set of minimizers of f .
Suppose that (λn) is a sequence of positive real numbers, (αn) is a sequence in ]0, 1[ and u ∈ X to be fixed.
Proximal point algorithm for proper, convex and lower semi-continuous f : X → (−∞,∞], is the sequence
generated byxn+1 = Jλn (αnu ⊕ (1 − αn)xn),

x0 ∈ X.
(1)

The inexact version of (1) can be formulated as follow
zn+1 = Jλn (αnu ⊕ (1 − αn)yn),
d(zn, yn) ≤ en,

y0 ∈ X,
(2)

where (en) is a sequence in ]0,∞[.
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Lemma 4.1. Let X be a Hadamard space and f : X → (−∞,+∞] be a proper, convex and lower semi-continuous
function. Assume that the sequences (xn), (yn) are generated by the algorithms (1) and (2), respectively, and that
αn → 1 and Σ∞n=1en < +∞. Then:

(1) (xn) is bounded, if and only if (yn) is bounded.

(2) If F = ar1miny∈X f (y) , ∅, then the sequence (xn) converges strongly to PFu if and only if the sequence (yn)
converges strongly to PFu.

Proof. From the nonexpansiveness of the resolvent operator, for all n ≥ 0:

d(xn, yn) ≤d(xn, zn) + d(zn, yn),

=d
(
Jλn−1 (αn−1u ⊕ (1 − αn−1)xn−1), Jλn−1 (αn−1u ⊕ (1 − αn−1)yn−1)

)
+ d(zn, yn)

≤(1 − αn−1)d(xn−1, yn−1) + en

≤d(xn−1, yn−1) + en

...

≤d(x0, y0) + Σn
i=1ei < ∞.

Thus (xn) is bounded if and only if (yn) is bounded.
(2): Using the above inequality, the following result can be obtained, for all n ≥ 0:

d(xn, yn) ≤ (1 − αn−1)d(xn−1, yn−1) + en.

By letting n → ∞ and by using (1), we conclude that (xn) converges strongly to PFu if and only if (yn)
converges strongly to PFu. This completes the proof.

The proof of our main result is based on the following useful lemma.

Lemma 4.2. Let X be a Hadamard space and f : X → (−∞,+∞] be a proper, convex and lower semi-continuous
function and F = ar1miny∈X f (y) , ∅. Suppose t ∈ (0,∞) and u ∈ X. Then limt→∞ Jtu = p, where p = PFu.

Proof. By the definition of resolvent function, for all q ∈ F

f (Jtu) +
1
2t

d2(Jtu,u) ≤ f (q) +
1
2t

d2(q,u).

On the other hand

f (q) ≤ f (Jtu).

Hence

d(Jtu,u) ≤ d(q,u), ∀q ∈ F. (3)

In particular, (Jtu) is bounded. By using the Lemma 3.3, there exists a subsequence of (Jtu) that is ∆-
convergent. Suppose (tnk ) is a sequence in (0,∞) such that tnk →∞ and (Jtnk

u) is∆-convergent to some z ∈ X.
By the definition of resolvent operator, for all x ∈ X

f (Jtnk
u) +

1
2tnk

d2(Jtnk
u,u) ≤ f (x) +

1
2tnk

d2(x,u), ∀k ∈N.

Now by letting k→∞ in above inequality, we get

lim inf
k→∞

f (Jtnk
u) ≤ f (x). (4)
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Since f is convex and lower semi-continuous then, f is ∆- lower semi-continuous. Thus

f (z) ≤ lim inf
k→∞

f (Jtnk
u). (5)

From 4 and 5

f (z) = lim inf
k→∞

f (Jtnk
u),

and hence z ∈ F. Since (Jtnk
u) is ∆-convergent to z, for every x ∈ X

lim sup
k→∞

⟨
−−−−−→
z(Jtnk

u),−→zx⟩ ≤ 0,

witch implies that

lim sup
k→∞

⟨
−−−−−→
z(Jtnk

u),−→zu⟩ ≤ 0.

Therefore

lim sup
k→∞

[d2(z,u) + d2(Jtnk
u, z) − d2(Jtnk

u,u)] ≤ 0. (6)

Also by (3),

d2(z,u) − d2(Jtnk
u,u) ≥ 0. (7)

Therefore by using 6 and 7,

lim sup
k→∞

d2(Jtnk
u, z) = 0,

and this shows that, (Jtnk
u) converges strongly to z. On the other hand by using (6), for all q ∈ F

d(u, z) ≤ d(u, q),

witch implies that, z = p = PFu. This completes the proof.

We are now prepared to give a necessary and sufficient condition for the completion of set of minimizers
of f to be nonempty.

Theorem 4.3. Let X be a Hadamard space and f : X → (−∞,+∞] be a proper convex and lower semi-continuous
function. If (xn) and (yn) are generated by the algorithms (1) and (2), respectively, such that, αn → 1 and λn → ∞

as n→∞ and Σ∞n=1en < ∞, then F = ar1miny∈X f (y) , ∅ if and only if (xn) is bounded if and only if (yn) is bounded.

Proof. Assume that F , ∅ and q ∈ F. From the algorithm (1), and the fact that the resolvent operator is
nonexpansive, for all m ≥ 0 we have:

d(xm+1, q) = d(xm+1, Jλm q)
≤ d(αmu ⊕ (1 − αm)xm, q)
≤ αmd(u, q) + (1 − αm)d(xm, q).

Using the above inequality, by induction, we get for all m ≥ 0:

d(xm+1, q) ≤ max{d(u, q), d(x1, q)}.
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This inequality shows that (xn) is bounded.
Conversely, assume that (xn) is bounded. Hence Jλn (αnu ⊕ (1 − αn)xn) is bounded. Too by using the Lemma
3.3, there exists a subsequence (nk) ofN and some z ∈ X such that the subsequence Jλnk

(αnk u ⊕ (1 − αnk )xnk )
is ∆-convergent to z.
By the definition of resolvent function, if wk = Jλnk

(αnk u ⊕ (1 − αnk )xnk ), then for all x ∈ X and k ≥ 1

f (wk) +
1

2λnk

d2(wk, αnk u ⊕ (1 − αnk )xnk ) ≤ f (x) +
1

2λnk

d2(x, αnk u ⊕ (1 − αnk )xnk )).

Therefore,

f (Jλnk
(αnk u ⊕ (1 − αnk )xnk ))

+
1

2λnk

d2(Jλnk
(αnk u ⊕ (1 − αnk )xnk ), αnk u ⊕ (1 − αnk )xnk ))

≤ f (x) +
1

2λnk

d2(x, αnk u ⊕ (1 − αnk )xnk )).

By taking k→∞ in above inequality, for all x ∈ X, we get:

lim inf
k→∞

f (Jλnk
(αnk u ⊕ (1 − αnk )xnk )) ≤ f (x). (8)

On the other hand f is convex and lower semi-continuous, we conclude that f is ∆-lower semi-continuous.
And hence since Jλnk

(αnk u ⊕ (1 − αnk )xnk ) is ∆-convergent to z, we get

f (z) ≤ lim inf
k→∞

f (Jλnk
(αnk u ⊕ (1 − αnk )xnk )). (9)

Therefore by using the inequalities (8) and (9),

f (z) = lim inf
k→∞

f (Jλnk
(αnk u ⊕ (1 − αnk )xnk ))

and thus z ∈ F. This completes the proof of the first conclusion. The second conclusion follows from Lemma
4.1 and the first conclusion.

The following theorem, is another main result of this paper.

Theorem 4.4. Let X be a Hadamard space and f : X → (−∞,+∞] be a proper, convex and lower semi-continuous
function. If (xn) and (yn) are generated by the algorithms (4.1) and (4.2), respectively, such that, αn → 1, λn → ∞

and Σ∞n=1en < ∞, then

(1) if F = ar1miny∈X f (y) , ∅ then (xn) converges strongly to PFu,

(2) if F = ar1miny∈X f (y) , ∅ then (yn) converges strongly to PFu.

Proof. (1): Assume that F , ∅ and PFu = p. For all n ≥ 1,

d(xn+1, p) ≤ d(xn+1, Jλn u) + d(Jλn u, p)
≤ d(αnu ⊕ (1 − αn)xn,u) + d(Jλn u, p)
≤ (1 − αn)d(xn,u) + d(Jλn u, p).

where the second inequality follows from the algorithm (1) and the fact that the resolvent operator is
nonexpansive. Now the result follows immediately by letting n→∞ in the above inequality and by using
Lemma 4.2.

(2): The result (2) follows by using the Lemma 4.1 and (1).
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Remark 4.5. In Theorem 4.3 and Theorem 4.4, we provided necessary and sufficient conditions for F = ar1miny∈X f (y)
to be nonempty, and proved the strong convergence of the sequence (xn) to an element of F. In particular, Theorem
4.3 and Theorem 4.4 extends the previous results given by Suparatulatorn et al.[33] who assumed that the set of
minimizers of f is nonempty.

Example 4.6. Let X = R and d be the Euclidean metric and let f : X −→ (−∞,+∞] be defined by

f (x) =

|x| x ∈ [−1, 1]
+∞ o.w.

(10)

Obviously, f is a proper, convex and lower semi-continuous function and for every λ ≥ 1

Jλ(x) = ar1miny∈R{ f (y) +
1

2λ
|x − y|2} =

x2

2λ
.

By taking αn =
n

n + 1
, u = 1, λn =

n + 1
2

and x0 = 1 we get

xn+1 = Jλn (αnu + (1 − αn)xn) =
(n + xn)2

(n + 1)3 .

Obviously, xn ≥ 0 and by using the Induction, we can conclude that xn ≤ 1 for all n ∈N. Hence the sequence (xn) is
bounded. Also, from xn ≤ 1

0 ≤ xn+1 =
(n + xn)2

(n + 1)3 ≤
(n + 1)2

(n + 1)3

for all n ∈N. Therefore limn→∞ xn = 0

In the following, we introduce a new iteration (algorithm (11)) and show that (xn) converges strongly to
PFu.

Let (X, d) be a CAT(0) space and f : X → (−∞,∞] be a proper, convex and lower semi-continuous
function and T : X→ X be a nonexpansive mapping. Also let (λn) be a sequence of positive real numbers,
(αn) be a sequence in ]0, 1[ and u ∈ X to be fixed. Suppose xn is the sequence generated byxn+1 = T

(
Jλn (αnu ⊕ (1 − αn)xn)

)
,

x0 ∈ X.
(11)

The inexact version of (11) can be formulated as follow:
zn+1 = T

(
Jλn (αnu ⊕ (1 − αn)yn)

)
,

d(zn, yn) ≤ en,

y0 ∈ X,

(12)

where (en) is a sequence in ]0,∞[.

Theorem 4.7. Let X be a Hadamard space, f : X → (−∞,+∞] be a proper, convex and lower semi-continuous
function, T be a nonexpansive mapping on X andΩ = F(T)∩F, where F = ar1miny∈X f (y). Assume that the sequences
(xn) and (yn) are generated by the algorithms (11) and (12), respectively, and that αn → 1 and Σ∞n=1en < +∞. Then:

(1) (xn) is bounded, if and only if (yn) is bounded.

(2) If Ω , ∅, then the sequence (xn) converges strongly to T(PFu) if and only if the sequence (yn) converges strongly
to T(PFu).
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Proof. (1): From the nonexpansiveness of the resolvent operator and T, for all n ≥ 0:

d(xn, yn) ≤ d(xn, zn) + d(zn, yn)

= d
(
T
(
Jλn−1 (αn−1u ⊕ (1 − αn−1)xn−1)

)
,T
(
Jλn−1 (αn−1u ⊕ (1 − αn−1)yn−1)

))
+ d(zn, yn)

≤ (1 − αn−1)d(xn−1, yn−1) + en

≤ d(xn−1, yn−1) + en

...

≤ d(x0, y0) + Σn
i=1ei < ∞.

Thus (xn) is bounded if and only if (yn) is bounded.
(2): For all n ≥ 0, by the above inequality, we get

d(xn, yn) ≤ (1 − αn−1)d(xn−1, yn−1) + en.

By letting n → ∞ and by using (1), we conclude that (xn) converges strongly to T(PFu) if and only if (yn)
converges strongly to T(PFu).

Theorem 4.8. Let X be a Hadamard space, f : X → (−∞,+∞] be a proper convex and lower semi-continuous
function and T be a nonexpansive mapping on X such that Ω = F(T) ∩ F , ∅, where F = ar1miny∈X f (y). Assume
that the sequences (xn), (yn) are generated by the algorithms (11) and (12), respectively, such that αn → 1, λn → ∞,
and Σ∞n=1en < +∞, then (xn) and (yn) converges strongly to T(PFu).(i.e. (xn) and (yn) not converges to PΩu)

Proof. At first we show that (xn) is a bounded sequence. Assume that q ∈ Ω. From the algorithm (11), and
the fact that the resolvent operator and T are nonexpansive, for all m ≥ 0 we have:

d(xm+1, q) = d(xm+1,TJλm q)
≤ d(αmu ⊕ (1 − αm)xm, q)
≤ αmd(u, q) + (1 − αm)d(xm, q).

Using the above inequality, by induction, we get for all m ≥ 0,

d(xm+1, q) ≤ max{d(u, q), d(x1, q)}.

This inequality shows that (xn) is bounded.

Now assume that PFu = p. For all n ≥ 1,

d(xn+1,Tp) ≤ d(xn+1,TJλn u) + d(TJλn u,Tp)
≤ d(αnu ⊕ (1 − αn)xn,u) + d(Jλn u, p)
≤ (1 − αn)d(xn,u) + d(Jλn u, p).

where the second inequality follows from the algorithm (11) and the fact that the resolvent operator and T
are nonexpansive. Now by letting n → ∞ in the above inequality and by using Theorem 4.7 and Lemma
4.2 we get (xn) and (yn) converges strongly to T(PFu).

Conclusions

In this paper, we studied a PPA with error sequences for a convex function in complete CAT(0) spaces.
Also in this paper, we provided necessary and sufficient conditions for the set of minimizers of a proper,
convex and lower semi-continuous function f to be nonempty, and proved the strong convergence of the
PPA to the metric projection of some point onto the set of minimizers of the function f . Also, a new
algorithm (algorithm (11)) was introduced and studied, and the necessary and sufficient conditions for this
new algorithm were also provided. As a future direction for research, it might be interesting to investigate
the possibility of implementing the ideas and methods developed in this paper to these other PPA and
other algorithms.
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