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Abstract. In this study, we introduce the five different types of [-deferred strongly Cesaro summablity and
p-deferred I-statistical convergence (i.e., with respect to almost surely, uniformly almost surely, in measure,
in distribution and in mean) of a complex uncertain sequence. We also introduce the spaces of such kind of

sequences. Furthermore, some interesting properties of these definitions and inclusion relations between
the spaces have been established under some conditions.

1. Introduction

In the fundamental theory of functional analysis, convergence of sequences is a key notion. It becomes
more crucial notion in sequence spaces. Using the idea of natural density [2], Fast [9] and Steinhaus [28]

founded a new type of convergence of a sequence called statistical convergence which is a generalization
of usual convergence.

Definition 1.1. =A sequence (y;) € w is said to be statistical convergent to k if ¥ ¢ > 0, the natural density
of the set {j € N : |y; — k| > ¢} is equal to zero. Then, we say that st—lim(y;)= k.

Kostyrko et al. [14, 15] generalized notion of statistical convergence by defining ideal convergence
(shortly I-convergence) of a sequence. [-convergence depends on ideal defined on the set IN.
Definition 1.2. ([14]) Let X be any set and I C P(X), the power set of X, then I is said to be an ideal if
a.0el,
b.GUHe,VGHe],
c.VGeland HC GthenH € .

Ideal I is said to be non-trivial ideal if I # 2. Ideal I is said to be admissible ideal if {{x} : x € X} c L.
Definition 1.3. ([14]) Let X be any set and ¥ (I) C P(X), the power set of X, then ¥ (I) is said to be filter if
a.0¢ 7)),

b.GNHeF(),¥YG,HeF(),

c. VG e F(I) and H D G then H € F(I).
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Proposition 1.4. ([14]) Class ¥ (I) = {A € X : A = X\B, for some B € I} is a filter on X, where I C P(IN) is a non
trivial ideal. ¥ (I) is known as the filter associated with the ideal 1.

Definition 1.5. ([14]) Let [ is a non-trivial ideal defined on IN, a sequence (y;) € w is said to be I-convergent
tokifV & > 0, the set

(jeN:yj—klzelel
Then, we write it as I-lim(y;)= k.

Salat et al. [24, 25] and many other authors further studied the notion of I-convergence. Savas and Das
[26] defined notion of statistical convergence via ideals.

Definition 1.6. ([26]) Let [ is a non-trivial ideal defined on IN, a sequence (y;) € w is said to be I-convergent
tokif vV &0 >0, the set

di{n<j:ly;—k|>
o SR
Then, we say that I-st—lim(y;)= k.

Thereafter, strong Cesaro convergence for real sequences was defined by Hardy and Littlewood [10].
Let p = (pu), g = (qx) is any pair of increasing sequences of non-negative integers s.t.

Pn < gy and lim g, = co.
Agnew [1] defined deferred Cesaro mean of a sequence (y;), which is defined as
1
(Dpgy)j = ——— Z v, j=12,.. 1)
Gn = Pn j=pa+l
The deferred density of A C IN is defined by
card({a : p, <a < gu, a € A})

D(A) = lim
n—oo qn _ pn
provided that the limit exists.
Using deferred density notion Kiigiikaslan et al. [16] introduce the idea of deferred statistical conver-
gence of sequence. After that Sengiil et al. [27] defined I-deferred statistical convergence of a sequence.

Definition 1.7. ([27]) Let I is a non-trivial ideal defined on IN, a sequence (y;) € w is said to be -deferred
statistical convergent to kif V ¢,6 > 0, the set

card({p, <j<qu:lyj—klz ¢
{ne]N: (pn <7< an 1y~ Kl })25}61.
% - Pn
Then, we write it as DS, ;(I)-1lim(y;) = k.
Recently, Et, et al. [8] introduced the concept of deferred strongly Cesaro summable and p-deferred
statistically convergent functions. Since a real sequence is a function from IN to R and any function from

N to R is always measurable as P(IN) forms a sigma algebra. So deferred strongly Cesaro summablity and
u-deferred statistically convergence for sequences are defined as:

Definition 1.8. ([12]) A sequence (y;) is said to be deferred strongly Cesaro summable to k € R if

In
Y ly; -k =o0.
n

J=Pn

lim
n—co (,; —

Then, we say that DC, ;—~lim(y;)= k.
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Let X = IN and L be a sigma algebra of the subsets of X and u be a sigma finite measure on L such that
(X) = co. Measure of any subset A of X which is in £ will be denote by u(A) := |A|. Note that here |A]
denote the measure of set A, not the cardinality of the set A as it is in natural or deferred density.

The u—deferred density of A C N is defined by

D) tim AL
=lim —————
‘ noeo I+ ()]

provided that the limit exists, where I;/q (n) = [pn, gn] N IN.

Definition 1.9. ([12]) A sequence y = (y,) is said to be u-deferred statistically convergent to a real number
k if for every € > 0,

- WjeN:y—kl|z e}ﬂl;q(n)l - jeN:y —kl< e}ﬂl;’q(n)l
lim : =0 (or lim - =
s I ()] s I ()l
Then, we say that ,DS; ;~lim(y;)= k.

Quite recently, Khan et al. [12] defined the notion of I[-deferred strongly Cesaro summable and u-
deferred [-statistically convergence and introduced their respective sequence spaces.

Definition 1.10. ([12]) A sequence y = (y;) is said to be [-deferred strongly Cesaro summable to a number
k € R if for all € > 0, the following set

1 qn
neN: |-—mz§
{ 0 — P sz: Yj

belongs to I. Then, we write DC! —limy = k.
1Z

Definition 1.11. ([12]) A sequence y = (y;) is said to be u-deferred I-statistically convergent to a number
k € Rif for all €,6 > 0, the following set

{j € N:|yj —kl > ¢ forsome k € R} N I" (n)|
{n eN: M > (5}
I ()]

belongs to I. Then, we write ,DS! —limy = k.
Pa

Uncertainty encounters in every real world problems. To know the procedure how to deal with these
kind of problems plays a significant role. In 2007, Liu [17] gave a theory of uncertainty which is also refined
by Liu [19] in 2009. To model human uncertainty, uncertainty theory of sequences has become a branch
of mathematics [18]. Many authors studied the nature of sequence in an uncertain atmosphere. Liu [17]
defined different types of convergence, viz. convergence with respect to almost surely, in distribution, in
mean and in measure of a real uncertain sequence. Convergence w.r.t. uniformly almost surely of a real
uncertain sequence was introduced by You [31]. He established the interrelations between the same and
the existing convergence. Chen et al. [3] defined this different convergence for the sequence of complex
uncertain variables. In 2017, a study of statistical convergence for complex uncertain sequence was given
by Tripathy et al. [29]. Moreover, Kisi and Giiler [11] defined A-statistically convergence of a sequence of
uncertain complex variables. Inspired by this, Kisi [13] introduced the notion of A;-statistical convergence of
a sequence of uncertain complex variables and established some good results. Several researchers studied
the charaterizations of different convergences of complex uncertain sequences [4-7, 20-23, 30]. In this study,
we define the notion of strongly I-deferred Cesaro summable and u-deferred [-statistically convergence
with respect to almost surely, in distribution, in mean and in measure of a sequence of complex uncertain
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variables. We also introduced the spaces of these kind of sequences and established some inclusion relations
related to these spaces.

Now recalling some existing definitions which play an important role in the forthcoming section of
research paper.

Definition 1.12. ([17]) Let I be a non-empty set and £ be a o-algebra on I'. An uncertain measure is a set
function M on I" which satisfies the following axioms:

(1) Normality Axiom: M{T'} = 1;

(2) Duality Axiom: M{A} + M{A°} =1, forany A € T;

(3) Subadditivity Axiom:

M{ U A j} < Z M(A;), for every countable sequence of {A;} € L.

= =1

The triplet (I', £, M) is called an uncertainty space and every element A € L is called an event.

A product uncertain measure is defined as follows to find an uncertain measure of compound events,

(4) Product Axiom: Let (I';, £,, M) be uncertainty spaces, for n = 1,2, 3, ... The product uncertain measure
M is an uncertain measure satisfying

M{ﬁ Aj}= K M),
j=1 j=1

where A, are arbitrarily chosen events from I';, forn = 1,2,3, ..., respectively.

Definition 1.13. ([17]) A complex uncertain variable is a measurable function £ from an uncertainty space
(T, L, M) to C. i.e, for any Borel set A of complex numbers, the set {§ € A} ={y €' : £(y € A)} is an event.

Definition 1.14. ([17]) The sequence (&) of complex uncertain variables is said to be convergent almost
surely (a.s.) to & if 3 A with M(A) = 1 such that

lim fl2(y) = €0l = 0, ¥y € A.

Definition 1.15. ([17]) The sequence (&) of complex uncertain variables is said to be convergent in measure
to & if forall e > 0,

tim M(IE() €0 2 ) =0.
Definition 1.16. ([17]) The sequence (&;) of complex uncertain variables is said to be convergent in mean to
&if

lim E[JE;(7) ~ €021l = 0.
Definition 1.17. ([17]) Let @, @1, @2, ... are the complex uncertainty distributions of the complex uncertain

variables &, &1, &, ..., respectively. We say the sequence (&;) of complex uncertain variables is said to be
convergent in distribution to & if,

lim (@) = p(a),

for all points a at which ¢ is continuous.

Definition 1.18. ([17]) The sequence (&) of complex uncertain variables is said to be convergent uniformly
almost surely (u.a.s.) to ¢ if 4 a sequence (E;) with M(E;) — 0 such that (£;) converges uniformly to & in
I' - (Ej), for any fixed j € N.
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2. Main results

Throughout the article, we consider p = (p,.),q = (g») is any pair of increasing sequences of non-negative
integers such that

Pn < gn and 31_{1010 Gn = 0. 3)

and I;,q(”) = [pn, qu] NN, I;(n) =[1,,]NIN & I"(n) = [1,n] N IN.
Like (2), we also consider that u(A) =: |A| denote the sigma finite measure of set A C IN, not the
cardinality of the set A as it is in natural or deferred density.

Definition 2.1. The sequence (&;) of complex uncertain variables is said to be I-deferred strongly Cesaro
summable almost surely (a.s.) to & if for all € > 0, there exists an event A such that M(A) = 1 then the
following set

In
Z €)= EMII = e} €, foreveryy € A.
J=pn

{ne]N:

n n

We write it as DCi/q (I'as.) —lim(&;) = &. Space of all [-deferred strongly Cesdro summable complex uncertain
sequences w.r.t. almost surely(a.s.) is denoted by DC}’W (Tys)-

Definition 2.2. The sequence (¢;) of complex uncertain variables is said to be y—deferred I-statistically
convergent almost surely (a.s.) to & if for all € > 0 and 6 > 0, there exists an event A such that M(A) =1
then the following set

{ 1 € N:IEQ) = £ = ehn T ()]
nelN:
I ()]

We write it as “DSl{,q (I'as.) —lim(&;) = &. We denote set of all u—deferred I-statistically convergent complex

> 6} €I, for every y € A.

uncertain sequences with respect to almost surely (a.s.) by yDSiq(Fg,S.).

Example 2.3. Suppose the uncertainty space (I', £, M) to be y1, 2, 3, ... with

i i [ <1
SUP) A @ja)” if SUPyjea Ty < 2/
—J1_ _J_ / 1
M(A) =31 -sup, cxc gy if sUP) cxc iy < 20
i otherwise

and the complex uncertain variables are defined by

N ij, ify=vyj
&0 = {O, otherwise

for j = 1,2,3,... and & = 0, here “i” denote the imaginary unit. Clearly, by Definition 2.1 and 2.2, com-
plex uncertain sequence (&) is I-deferred strongly Cesaro summable as well as y—deferred [-statistically
convergent almost surely (a.s.) to &.

Definition 2.4. The sequence (&;) of complex uncertain variables is said to be I-deferred strongly Cesaro
summable in measure to & if for all € > 0 and 6 > 0, the following set

n
Y M) - €= )2 6} € 1

J=Pn

n n

{ne]N:

We write it as DC(IM) (I'm) —lim(&;) = &. Space of all [-deferred strongly Cesaro summable complex uncertain

sequences in measure is denoted by DC] _ (T'y).
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Definition 2.5. The sequence (¢;) of complex uncertain variables is said to be y-deferred I-statistically
convergent in measure to & if for all € > 0, C > 0 and 0 > 0, the following set

e IN: M(|Ei(y) — >(0) > I’
fren €N MG - QN 20 2 el 0L 00 et
I ()

We write it as FDS;L](F m) —lim(&;) = &. Space of all u—deferred I-statistically convergent complex uncertain
sequences in measure is denoted by sti,q T p).

Example 2.6. Suppose the uncertainty space (I', £, M) to be y1,72, 3, ... with

1 . 1

SUP, e (1) if SUP, ea Gy < 27

0 1 . 1 1

M(A) =41 SUP,, cac 7Ty if SUp, cx Gy < 2/
%, otherwise

1
2

and the complex uncertain variables are defined by

i) = {i(j+ 1, ify=y,

0, otherwise

for j =1,2,3,... and & = 0. Here, by definition 2.4 and 2.5, complex uncertain sequence (¢;) is [-deferred
strongly Cesaro summable as well as y—deferred [-statistically convergent in measure to &.

Definition 2.7. The sequence (&;) of complex uncertain variables is said to be I-deferred strongly Cesaro
summable in mean to & if for all € > 0, the following set

n
fneN: —— Y Elig0) - sl 2 e e
J=P:

qn _Pn i=Pn

We write it as DC(IM) (I'e) = lim(&;) = &. Space of all [-deferred strongly Cesaro summable complex uncertain
sequences in mean is denoted by DC(IM) (Tg).

Definition 2.8. The sequence (¢;) of complex uncertain variables is said to be y—deferred I-statistically
convergent in mean to & if for all € > 0, and 6 > 0, the following set

( [1j € N < EDIE () — EIIl = e} N I ()]
nelN:
I ()]

26}61.

We write it as HDS,IW (I'e) = lim(&;) = &. Space of all u—deferred I-statistically convergent complex uncertain
sequences in mean is denoted by yDSiq (Tg).

Example 2.9. Suppose the uncertainty space (I', £, M) with M be the Lebesgue measure and £ = [0,1].
Then we define complex uncertain variable by

< k1

_i iy sy<&
&0 = {0, otherwise

for all j = 27 + k, where p,k € Z and ¢ = 0. Calculation shows that complex uncertain sequence (&) is
I-deferred strongly Cesaro summable as well as y—deferred I-statistically convergent in mean to &.
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Definition 2.10. Let ¢, @1, ¢y,... are the complex uncertainty distributions of the complex uncertain
variables &, &1, &, ..., respectively. We say the sequence (&;) of complex uncertain variables is said to be
I-deferred strongly Cesaro summable in distribution to & if for all € > 0, the following set

qn

{n eN: llpj(@) — @)l = 8} € I, for all points a at which ¢ is continuous.

n = Pn J=Pn

We write it as DC}IW (T'p) —lim(&;) = &. Space of all I-deferred strongly Cesaro summable complex uncertain
sequences in distribution is denoted by DC{W (Ty)-

Definition 2.11. Let ¢, @1, ¢y,... are the complex uncertainty distributions of the complex uncertain
variables &, &1, &, ..., respectively. We say the sequence (&) of complex uncertain variables is said to be
u—deferred I-statistically convergent in distribution to ¢ if for all ¢ > 0 and 6 > 0, the following set

j € N: llpj@) - p@)ll = e} N I ()
{n €eIN:

I ()] > 6} € I, for all points a at which ¢ is continuous.
rq

We write it as “DSL (T'p) —lim(&;) = &. Space of all u—deferred I-statistically convergent complex uncertain
sequences in distribution is denoted by HDS}IW (Ty)-

Example 2.12. Suppose the uncertainty space (I, £, M) to be {y1,y2} with M(y1) = M(y2) = 1 and we

2
define a complex uncertain variable by
i ify =194,
c(y) = {—i, iy = ».
We also define &; = —¢, for j = 1,2, 3, .... Then, the distribution of &; and ¢ are same

ifc<0,—00 <d < oo,
ifc>0,d<-1,
ifc>0,-1<d<1,
, ifc>0,d>1.

~

pja) = pjc+id) =

~

e O O

Then, by Definition 2.10 and 2.11, complex uncertain sequence (&) is I-deferred strongly Cesaro summable
as well as u—deferred I-statistically convergent in distribution to &.

Definition 2.13. The sequence (¢;) of complex uncertain variables is said to be I-deferred strongly Cesaro
summable with respect to uniformly almost surely (u.a.s.) to & if Ve > 0, 36 > 0 and a sequence (E;) with

qn

Y IME) -0z ef e

n n 4
J=Pn

{ne]N:

ie., DC}’W — lim M(E;) = 0 such that

n
Y500 - E@l 2 8} € 1, ¥y eT = ().

J=Pn

{ne]N:

n n

We write it as DCilq (Tuas.)—lim(&;) = &. Space of all I-deferred strongly Cesaro summable complex uncertain
sequences with respect to uniformly almost surely (u.a.s.) is denoted by DC}{/q(Fu_a,s_).
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Definition 2.14. The sequence (¢;) of complex uncertain variables is said to be y-deferred I-statistically
convergent w.r.t. uniformly almost surely (u.a.s.) to £ if Ye,C > 0, 36 > 0 and a sequence (E;) with

{EN.WENJM@%MQQQQMN>QEI
re I ()] -

ie. ,DS' —1lim M(E;j) = 0 such that
ra

i € N:1IE;() —EMN =0} N T ()
{nelN:

I ()] > C} €l, Yy el - (E).

We write it as #DSiq (Tas.)—1lim(&;) = &. Space of all u—deferred I-statistically convergent complex uncertain
sequences with respect to uniformly almost surely (u.a.s.) is denoted by HDS,I,,., (Tias.)-

Example 2.15. Suppose the uncertainty space (I', £, M), where L = P(T'), I' = {y1, y2¥3, 74} and

0, ifA=0,

1, ifA=T

MA — 7 7
=10, ify1 €A,
04, ify;¢A

We define a complex uncertain variables by

i ify =194,
2i, ify=yy,
Ei(y)=13i, ify=y;s,
4i, ify =1y,

0, otherwise

and ¢ = 0. Clearly, by Definition 2.13 and 2.14, complex uncertain sequence (&) is [-deferred strongly
Cesaro summable as well as u—deferred [-statistically convergent uniformly almost surely to &.

Theorem 2.16. If a complex uncertain sequence (&;) is I-deferred strongly Cesaro summable almost surely (a.s.) to
& then (&;) is u—deferred I-statistically convergent almost surely to &.

Proof. Let (&;) be the complex uncertain sequence which is [-deferred strongly Cesaro summable almost
surely (a.s.) to & then by definition 2.1 Ve > 0, 3 an event A such that uncertain measure of A is unity then
the following set

qn

Z IE;(y) = <Ml = 8} €1, forevery y € A. (4)
J=Pn

{ne]N:
qn_pn

Now, for any ¢ > 0, we have

In

n
Y E0) =l

> €)= <
Jj=pn Pull&j()=EW)lIze
> II:'q (n)le
> |(je N:[IE() — M = el NI (n)le.
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which implies that

1 1 -
] ,Z,,: 1107 = 8l = [ty € N 16100 = €l 2 € 0 o

Thus, for any 6 > 0 we get,

e N:IE;() =Mz e} NI () 1 I
{n eN: o > 6} c {n eN: ; €)= EQ)Il = 86} el

Qn_pn =pn

Hence, (&;) is u—deferred I-statistically convergent almost surely to &.  [J

Remark 2.17. Converse of Theorem 2.16 is not true in general.

Example 2.18. Let p, and g, are given as defined earlier in (3), Take an uncertainty space (I', £, M) to be
{y1, 72, ...} with

1 . 1 1
SUp,, cx T if sup,, .\ 7 < 2/
_ 1 - 1 1

MA)=31- SUP,, e T4T/ if SUP,,cne 17 < 3/

%, otherwise .

and the complex uncertain variables are defined by

|Gl if g = AT <<
Eily =y = {0, otherwise

and & = 0. Hence, for any small ¢ > 0 and any y = yx,
i€ N:1IE0) ~ €l 2 el 0L 0l
I ()] =Tl
Thus for any 6 > 0 we obtain we have

€N IEQ) - S = el N T () v
{ne]N. |I;,q(”)| Zé}g{ne]N. ] 26}.

pA

Since the set {n eN: Vi > 6} is finite, so belongs to I, therefore (&) € HDSI (Ths.)-

I, ()] (e

But for any y = 4,

qn In 3 3
k ) k 25]712 - (qn - VQn) k 2‘]712 — Pn
Y IE0) - £l = Y = < :
— Pn s n~— Pn n~— Pn 2 n=— Fn 2
e To=pr S G p G =P
Thus we have
qn 3
. 1 2t -pa 1Y _
{Tl eIN: I FZP‘”‘S]O/)_(E(V)” > Z} c {n €NN: m 2 g{} ={g,a+1la+2.])

for some a € N and so belongs to ¥ (I) as I is an admissible ideal. Hence (&;) ¢ DC(IM) (Tas.)-

Theorem 2.19. If a complex uncertain sequence (&;) is I-deferred strongly Cesaro summable in measure to & then
(&)) is u—deferred I-statistically convergent in measure to &.
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Proof. Let (¢;) be the complex uncertain sequence which is [-deferred strongly Cesaro summable in measure
to &. Then by Definition 2.4 for all ¢, 6 > 0, we obtain

In
q 1,@ Y MUED) - E0)l = &) = (s} el -
! " J=Pn

{ne]N:

Now, for any ¢,6 > 0, we have

qn qn
Z MIE) <Ml ze) = MIEi () — Wl = €)
J=Pn P MUIE ) -EPNIZE)20
> I ()l
> e N:MUED) - O = &) 2 8 N T (),

which implies,

1 1 .
A ]Z; MAE) = EI12 0 2 gl € N MUE ) = 01 2 €) 2 010 ol

Thus, for any C > 0 we get,

jeN: i(y) — o)nr
{neN:H;e MUIER) - Dl = ) = 81 M(H)IZC}Q
I ()l

1
n =P

qn
fneN: —— Y MU0 -z 02w} el
" j=pn
Hence, (¢;) is u—deferred I-statistically convergent in measure to &. [

Now some theorems are given below without proof because by using same techniques as above, these
theorems can be established.

Theorem 2.20. If a complex uncertain sequence (&) is I-deferred strongly Cesaro summable in mean to &, then (&)
is u—deferred I-statistically convergent in mean to &.

Theorem 2.21. If a complex uncertain sequence (&;) is I-deferred strongly Cesiro summable in distribution to &,
then (&;) is u—deferred I-statistically convergent in distribution to &.

Theorem 2.22. If a complex uncertain sequence (&;) is I-deferred strongly Cesaro summable uniformly almost surely
to &, then (&;) is u~deferred I-statistically convergent uniformly almost surely to ¢.

Definition 2.23. Let (£;) be a sequence of complex uncertain variables. We say (¢;) is bounded in measure
if Ve > 0, 3D > 0 such that

M(IEjlI = D) < e.
We denote the set of such type of complex uncertain sequences by oo (I'p1).

Definition 2.24. Let (¢;) be a sequence of complex uncertain variables. We say (¢;) is bounded in mean if

sup E[||&;l] is finite.
i

We denote the set of such type of complex uncertain sequences by £ ().



V.A. Khan et al. / Filomat 36:20 (2022), 7001-7020 7011

Definition 2.25. Let (¢;) be a sequence of complex uncertain variables and ¢; be the distribution for the
complex uncertain variable ¢;. Then we say (&) is bounded in distribution if

sup [lp;(@)ll] is finite,
j
where a is the point at which the distribution function is continuous. We denote the set of such type of
complex uncertain sequences by {c(I'y).

Definition 2.26. Let (£;) be a sequence of complex uncertain variables. We say (¢;) is bounded in almost
surely if Ve > 0 4 some event A with M(A) = 1 such that

sup [I€;(p)Il] is finite, Yy € A.
i

We denote the set of such type of complex uncertain sequences by eo(I'ss.).

Definition 2.27. Let (&;) be a sequence of complex uncertain variables. We say (&;) is bounded w.r.t. uniformly
almost surely if Ve > 0 3 sequence (E;) with M(E;) — 0 and

sup lI;(Y)Ill is finite, ¥y € A = (Ej).
]

We denote the set of such type of complex uncertain sequences by €oo(I'y45.)-

Theorem 2.28. If (&) € loo(Tas.) then yDS(’M) (Tas) C DC(Iplq)(Fa_s.).

Proof. Let a sequence (&) € €w(Iys.) such that #DSL](FQ,S_) —lim(¢;) = & Hence D > 0 such that ||;(y) —
EWI £ Dforall j € N and forall y.
For a given ¢ > 0, we have

7 L, 1500 = €l

In In
1

T Gn-pa Z ‘ llE;(r) — €I+
PullE ;-2

I€i(7) = <P

P g =<

< Tl EN:IER) - £l = el NIl + 5.

I )]
Therefore, we get
1 & j e N:IE) ez elnl ()] ¢
N: () - >et C N: 1> ——t€el
fren: — L) =00l 2 efcfne o > e

Hence (&) € DC(IW (T.s.) This concludes the theorem. [

We can easily prove the following results by the same method as above, hence the proof of the following
Theorems are omitted.

Theorem 2.29. If (£}) € lo(Tp) then ,DS] (Tpm) € DC] (T p).-

()
Theorem 2.30. If (&) € lo(T'g) then #DS(IM) (Tg) C DC(Iﬂ/q)(FE).
Theorem 2.31. If (&) € lo(T'y) then yDS(Ip/q) Ty) C DC(IM) Ty)-

Theorem 2.32. If (&) € loo(T'y05.) then HDS(IW(F,Z_S,) C DC! (Tyas)-

(Pa)
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From Theorem 2.16 and 2.28, Theorem 2.19 and 2.29, Theorem 2.20 and 2.30, Theorem 2.21 and 2.31,
Theorem 2.22 and 2.32, we have following result.

Theorem 2.33. The following statements hold:

a) FDS(IW (Tas) Nlo(Tus) = DC(IM) (Fas) N oo (Tus.)-

b) PDS(Ip,q) Tapm) Nl p) = DC(Ip,(]) T ) N Lool(T p)-

c) HDS(IM) (Te) N €(Tg) = DC(IM) (Te) N €oo(TE).

d) HDS(IM) (L) N teo(Ty) = DC(IM) (Typ) N leo(Ty).

e) HDS(IM) (ru.a.s.) N foo(ru.u.s.) = DC(IM) (ru.u.s.) N o (ru.a.s.)'

Theorem 2.34. The space of all bounded as well as p—deferred I-statistically convergent complex uncertain sequences
in measure i.e., HDS(’M) (T pm) N Coo(T pn) is a closed subspace of Lo (T p).

Proof. Let&™ = (571)"16]1\1 € yDS(IM) (Tam)Nleo(I'pr) is a convergent sequence and convergent to & = (&) € Coo(T ).
Suppose HDSiq (Tp) —lim E™ = k,y, for all m € IN. Take a sequence (¢,,) such that ¢, = % Hence, for any

€ >0, () = 0. So choose a natural number  such that M(||& — &™|| > C) < Z*. Suppose 6 € (0, 1) then

A=fren € N: MUE —kull 20> $10 L (] 5} 0
={n : -
T 3
and
[ € N MUIE™ kot 2 ) = 22} N ()]
B:{nelN. II;q(n)I <§}ET(I).

Hence, AN B € #(I). Therefore, A N B can not be empty set so choose n € A N B. then

i € N MIET —kull 20O > 1N ()] 5
I (o) e
and
j € N MUIE™ =kl 2 Q) > 2N T (n) U0
I ()] 3
Hence
j € N MAIE™ = kil 2 ©) 2 3V M(IEM! =Kyl 2 ©) 2 21N T ()]

P

<6<l

I ()]

So there exists a j such that M(IIE;” —kull =2 0Q) < % and M(”g;nﬂ kil = O) < e,,jTH_
So we have,

M(”km - km+1|| = C)

<M =kl = C) 4 MUE = 7112 ) + MR ~ Kl = ), for some €' < &
< MU~ 2 ©) 4 MUE" ~ £ = T) + MUE™ — €l 2 ') 4 MUE™ ~ Kyl 2 O, for some O < &

Em Em+1 Em Em+1
< — _— _— <
Sy Ty Ty Ty s
Hence (k) is a Cauchy sequence in measure, so there exists k such that k,, — k in measure, as m — co. Now
we prove that (£;) € ,DS] (I'p) and HDS(IM)(F m) —lim (&;) = k. For a given ¢, C > 0, choose m € IN such that
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em < 4, MUIET = &l 2 ©) < §, Mk — Kl = C) < 5. Then

[{neN:M(II;=kI=0)=elNT,  (m)]
I, ¢

I{j € N MIET = kull 2 T) + M(IE, = €7 2 T) + M(llkn — K[ 2 ') 2 e} N I ()]

= I ()]

_ N MUE -l 2O+ 5+ 52 n T o)
< I )

o NN MU Kl 22) 2 510, ()

- i () '

Therefore, for any 6 > 0 we obtain

[{FENMUIE, —klIZzQ)zelNT,  (m)]
{n eN: /\I;,q(n)l H— < 6}
[ €N MAIE™ — kull 2 T) = §) NI ()
Q{ne]N: ' <6}e?’(1).
I ()]
Consequently, we have
€ N: MUIE, — kI 2 ) 2 e} N ()]
{ne]N: : <6}e7—‘(1).
0]

Hence, (&) € HDSfM) (T p¢) and HDS(IM) (Tp) —lim (&j) = k. This concludes the result. [J

Theorem 2.35. The space of all bounded as well as u—deferred I-statistically convergent complex uncertain sequences
in mean i.e., PDS{M) (Tg) N € (T'g) is a closed linear subspace of o (I'E).

Proof. In the proof of Theorem 2.34, take uncertain expected value operator. [J

Theorem 2.36. The space of all bounded as well as u—deferred I-statistically convergent complex uncertain sequences
in distribution i.e., HDS{M) (Tp) N Lw(Ty) is a closed linear subspace of £ (Ty).

Proof. By taking complex uncertainty function in the proof of Theorem 2.34, the proof can be established. [

Theorem 2.37. The space of all bounded as well as u—deferred I-statistically convergent complex uncertain sequences
with respect to uniformly almost surely i.e., #DS{W) (Tp) N Ceo(Tuas.) is a closed subspace of Coo(Tyas.)-

Proof. Let &" = (5:”),,,6]1\1 € HDS(I,,,¢,>(F11'H~S~) N Co(Tas) is a convergent sequence and convergent to & =
(&) € Co(Tyas). Suppose HDS’IW(R‘M,) —lim&" =k, for all m € IN. Take a sequence (&) such that
€m = 3w. Hence, for any ¢ > 0, (¢,,) — 0. So choose a natural number m s.t. ||5;”()/) =&l < 3. As
yDS;q (Tuas) — im &M = kyy, there exists a sequence of events (E;) such that FDS; —lim M(E;) = 0. Let

0 €(0,1) then

e N:IE"Y) —kull = FINT (] s
< p—
> () 3

A={nen: Jer

and

€ N IE" () — kel = &2} T ()]
o < 5} e F(I)

Pa

B:{nelN:
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Vy €I = (E;). Hence, A N B € ¥ (I). Therefore, A N B can not be empty set so choose n € AN B. then
€ N:IE"G) —kall 2 2 0T ()] g

I (o) 3
and
€ N-NE0) —kwall 2 5O L 0]
I ()] 3
Hence
1j € N:IE" ) = kull = § VIE™ () = knall = 20T ()]

<6< 1.

I )l

So there exists a j such that [I€""(y) — kul| < 2 and ||<S§”+1(y) =kl < =2
So we have,

o = ksall - < 1€ Q) = Kall + 1E" () = EM O+ IE™ () = Ko
IET () = Kull + 17 () = EQ+ NE™ () = EWI+ NE™ () = Kl
Em | Em+l

< % + 51%1 + 1 + T < &
Hence (k,,) is a Cauchy sequence, hence there exists k such that (k,,) — k, as m — co. Now we prove that
(&) € HDS(IM) (T4s) and HDS(IW (Tias) = lim (&) = k.
As HDS!IW (Tias) —im &M = ky, for a given ¢ > 0,6 > 0, there exists a sequence of events (E;) such that
HDSL, - lim M(E;) = 0 and

IA

{EN'WGNW$W%%MZ%HQWN<%G¢I eT—(E,
n : I () 0, vy i)

Choose m € IN such that ¢, < §, |I§;"()/) = &I < 4/ Ik — kIl < §. Then for any y € I' — (E;) we get
n € N: 1) —KI 2 el L 00 1 €N IEPO) —kll +16,0) = 70N + s — Kl 2 £ O I (1)

I ()] - Il
o EeN:UEG) —kull+ 5+ 5 2 e} N, ()
= I ()]
3 {j € N:lIE" () —kull 2 5}N T ()]
- I ()l '

holds. Therefore, for any 6 > 0 we obtain
HjeIN:[IE(y) =kl = etNT (n)
{ne]N: J i 2 <6}2
I ()]
%eszeNm$wr%mzﬁmgmn
I ()]

< 5} e 7).

Consequently, we have
( [ € N2 1IE,(0) =kl = e} 0 T ()
neN: ’
I )]
Hence, (&) € DS! (Tyqs.) and yDS(IW) (Tyas) —lim (&;) = k. This concludes the result. [

(P

< 5} e F(D), Vy el - (E).
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By using the same techniques and methods as adopted above, next result can be proved.

Theorem 2.38. The space of all bounded as well as p—deferred I-statistically convergent complex uncertain sequences
with respect to almost surely i.e., },DS(IM (Tas) N oo(Tas.) is a closed subspace of €oo(T'ss.).

Remark 2.39. By Theorem 2.33, 2.34, 2.35, 2.37, 2.38 and 2.36 we obtain:
a) Space DC(IM) (T p) N €eo(Ipq) is a closed subspace of £oo (I'p)-

b) Space DC(IM) (T'e) N € (T'g) is a closed subspace of £ (I'E).

¢) Space DC(Ip,K,) (Tias.) N loo(Tyas.) is a closed subspace of €oo(I'ygs.)-
d) Space DC(IM) (Tas) N €eo(Tss.) is a closed subspace of {0 (I'ys.).

e) Space DC(IW” (T'p) N te(Ty) is a closed subspace of £ (T'y).

Theorem 2.40. Ifliminf, % # 1, then ,S'(T ) C #DS(IM (T'm), where ,S'(T' p) denotes space of all I-ystatistically
convergent complex uncertain sequences in measure.

Proof. Let liminf, Z—Z = a(# 1), so there exists b > 0 such that f;—;’ > a + b for sufficiently large n. Hence we
have

qn - Pn > b

Gn a+b

Suppose (&) € FS’(FM). Then for all ¢, > 0 and 6 > 0, the set

{n N {j € N: M(IE, — &l = ©) = e} N I ()] 5 5}
()l

belongs to I. As lim,,_,«(4:) = o0, we also have for any given ¢, > 0 and 6 > 0, the set
[{j € N M(lIE; = &Il = ©) = e} N [ (n)]
{n eIN:
(o)
For any pair of sequences (p, q) which satisfy (3), I;(n) > I;q (n) holds. Therefore we have
{j e N:M(IE, - &Nl = ) = e} N I (n)] . fjeN:M(IE, -l =) = efn T ()

26}61.

IL: ()| - II: ()|
oIl eN:M(E -~ &l 20 = el n T (n)]
RG] I ()l
p HieN:MIE -El20) 2 )T ()
a+b I ()]
and so
a+bllJ €N M(IE - &2 0) = el NI (n)l . jeN:M(IE, -l = Q) = el NI ()]
b () - I, )l |

Hence, for any 6 > 0 we obtain

{n eN: [FENMIE ~ENlz0)zebn, ()] > 6}

I, G0l

jeN:M(IE, - eIz 2 elnlm)]  gp } 1

Q{ne]N: |I;(Tl)| 2a+b

Therefore (¢,) € ,DS! (). O

[X)
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Remark 2.41. If liminf, p” * #1, then ,S'(Tp) € DC, (T ).

()]

Theorem 2.42. Ifliminf, % # 1, then C(T p) C DC(IM)(F M), Where CI(T py) denotes space of all I-Cesaro summable
complex uncertain sequences in measure.

Proof. Let liminf, % = a(# 1), so there exists b > 0 such that Z—: > a + b for sufficiently large n, we have

qn_PnZ b
Gn a+b

Suppose (&) € CHT p(). Then for all €,6 > 0, the set
1 n
{n eNN: EZM(Héf —¢ll=¢) 26}
=1

belongs to I. As lim,_,«(g:) = o0, we also have for any given ¢,6 > 0, the set

In

{nelN:lZM(||;—5||Ze)25}e1.
I o

For any pair of sequences (p, q) which satisfy (3),
qn

In
Y MU -lze) = Y Mg - &l = e)
j=1 J=Pn
holds and also implies that

In qn n

-pn 1 1
Mg, - ¢Ell = € >I =P 2V p g, —¢llze) 2 — M(IE, =&l =z €
]Z::‘ R Pnz‘ ( a+ba - P]Zp ’ :
and so
a+b &
o L MAE —El 2 o) 2 ZM I, - &ll > e)
j=1 In = " i=pa
Hence, for any 0 > 0 we obtain
qn qn
1 ob
{nE]N. — n;M(IlE/—EHZe)Zé}Q{nEN. q—n;M(||5j—5“26)2 m}el.

Therefore () € DC{M(FM). O

Remark 2.43. Since every complex uncertain convergent sequence in measure (¢;) belongs to ySI (Tp) as
well as C{(T »(). By Theorem 2.40 and 2.42 we obtain:
If a sequence (¢,) of complex uncertain variables is convergent in measure then

(&) € yDSI Tpm) N DCfM)(rM)
Theorem 2.44. If liminf, % # 1, then ,S'(Tg) C HDS{W(FE), where ,S'(T'g) denotes space of all I-statistically
convergent complex uncertain sequences in mean.

Proof. Take uncertain expected value operator in the proof of Theorem 2.40. [J
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Theorem 2.45. If liminf, 5— # 1, then C!(Tg) C DC(IP ,,(TE), where Cl(T'g) denotes space of all I-Cesaro summable
complex uncertain sequences in mean.

Proof. Take uncertain expected value operator in the proof of Theorem 2.42. [

Theorem 2.46. If liminf, Z— # 1, then ,S'(Ty,) C yDS(IM) (Ty), where ,S'(T'y,) denotes space of all I-,statistically
convergent complex uncertain sequences in distribution.

Proof. In the proof of Theorem 2.40, take complex uncertainty function, the proof can be established

similarly. O

Theorem 2.47. If liminf, % # 1, then C/(Ty) C DC(IM) (T'p), where C'(I',) denotes space of all I-Cesaro summable

complex uncertain sequences in distribution.

Proof. In the proof of Theorem 2.42, take complex uncertainty function, the proof can be established. [J
Theorem 2.48. Ifliminf, Z— # 1, then ,S'(I'ss) C HDS(IM)(F,;,S,), where ,S'(Ts.5.) denotes space of all I-statistically
convergent complex uncertain sequences w.r.t. almost surely.

Proof. Let liminf, % = a(# 1). There exists b > 0 such that Z—;’ > a + b for sufficiently large n. So we have

fnpny b
Gn a+b

Suppose (&) € #SI (T'ss.)- Then for all € and 6 > 0, there exists an event A such that M(A) = 1 so that

MFENIEX) =Ml 2 e} N I*(n)l
{neIN. ) zé}el, Yy e A.

As lim,,_,0(qn) = o0, we also have for any given ¢,6 > 0, the set

{ e N:E () — M = el NI ()
nelN:
I ()]

For any pair of sequences (p,q) which satisfy (3), I'(n) > I' (1) holds. Therefore for any y € A, we have
{j € N:IE, () =Wl = e} NI () . jeN:EG) -z eln T (n)

Zé}el, Yy € A.

()l B ()
I (I {j € N:IE() = QM = et NI ()]
| ()] I (m
b WeN:IEM) -EOMzeln D (n)]
a+b I ()]
and so
a+bllJ€NEG) =Wz e} NI (n)l . e N:IE,() -z efn L (n)
b () a I ()l '

Hence, for any 0 > 0 we obtain

ljeNsE ~Elizelnt;, o)
fnen o 2 6

i€ N:lig, ~ &= e Ll g
I ()] “a+b

g{ne]N: }el, Yy € A

Therefore (£)) € «DS! (o). O

[X)
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Remark 2.49. If liminf, 5—: # 1, then ,S(Tys) C DCfp o Tas).

Theorem 2.50. Ifliminf, Z— # 1,then C!(T,;) C DC(’M) (Tas.), where CI(T, 5 ) denotes space of all I-Cesiro summable
complex uncertain sequences with respect to almost surely.

Proof. Let liminf, Z’—Z = a(# 1). There exists b > 0 such that 5—: > a + b for sufficiently large n. So we have

qn_PnZ b
Gn a+b

Suppose (&) € Cl(T,s.). Then for all 6 > 0, there exists an event A such that M(A) = 1 so that
1 n
{n eN: - Z} g, () =Ml = 6} el, VyeA.
]:

belongs to I. As lim,_,«(gs) = o0, we also have for any given 6 > 0, the set

In

1
fnen: 0 -0l 2 6}l VyeA.
n ]:1
For any pair of sequences (p, q) which satisfy (3), for any y € A, the inequality

In

qn
Y g =€l = Y IE0) -
j=1

J=pn
holds and also implies that

In

Y1) - el = 2 Z I5,0) =0l = —— bq Z I1€,0) = €I
j=1
and so
b qn qn
= Z I, - —El
] P
Hence, for any 0 > 0 we obtain
- 2 ob
fnen: — sz‘ I€,0) - €0l = 6} € {n e N —2 I1€,0) - €0 = - h e, vy A

Therefore (&) € DCfpm(ra.s.)- |

As every complex uncertain convergent sequence in measure (&) belongs to #Sl (T p) as well as CI(T" )
so we have following remark which can be proved by using Theorem 2.48 and 2.50.

Remark 2.51. If a sequence (&) of complex uncertain variables is convergent almost surely then
(‘S]) € ;LDS(IW) (ra.s.) N DC(IM) (ru.&)-

Theorem 2.52. If liminf, Z— # 1, then ,S'(Tyas) € uDS! (Tuas), where ,S'(Tyas) denotes space of all

v
I—statistically convergent complex uncertain sequences w.rt uniformly almost surely.
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Proof. Consider the events y € I' — (E;), where sequence (E;) be such that HDS;{,q —lim M(E;) = 0 and adapt
the method which is used in the Theorem 2.48, the proof can be established easily. [

Theorem 2.53. If liminf, Z— # 1, then CI(T,.45) C DC(IW” (Tuas.), where CI(Ty45.) denotes space of all I-Cesaro
summable complex uncertain sequences w.r.t. uniformly almost surely.

Proof. Consider the events y € I' — (E;), where sequence (E;) be such that HDSL —lim M(E;) = 0 and adapt
the method which is used in the Theorem 2.50, the proof can be established easily. [J

Definition 2.54. Any two complex uncertain sequences (¢;) and (C;) are said to be equivalent with respect
to (p, q) if for any ¢ > 0, the following set

MAT ()
{ne o]
where M := {j € N : &,(y) # Ci(p)).

Theorem 2.55. Let (&;) and (C)) are two equivalent complex uncertain sequences with respect to (p, q) then sequence
(&)) is u—deferred I-statistically convergent almost surely implies that sequence (C;) is u—deferred I-statistically
convergent almost surely.

Zs}el,

Proof. Let complex uncertain sequence (&) is u—deferred I-statistically convergent almost surely. Then for
all €, 6 > 0 there exists an event A such that M(A) = 1 so that

{ 1 € N:IEQ) = £ = ehn T ()]
nelN:
I ()

Consider the set M := {j € N : &(y) # C;(y)}. So for any preassigned ¢ > 0 and y € A, we have

(€ N:IG0) =L = elnT, () = (1 € N [150) ~CON = el nM, ) U((j € N : [I5(0) L)l 2 e} M)
where M, :=I' (1) N Mand M¢, =’ () N M¢. Thus we have

(€ N:I5O) T = &N, (n) < (1 € N 150) - Lol = )M, ) U((j € N < 1IE(0) €l = e} T ()

Hence

Zé}el, Yy € A.

IENAIE () -CO)Izeln (o)
G

- l{j e N:lIC;() -l = ek N M, | . fjeN: () -l = N (n)l
- > ()l I ()l

Therefore, for any 6 > 0 we obtain

NG (0)-CIZENE, (o)
I ]

{ne]N: Zé}c

e N:IGO) - Lol = ef N M, | M ENIED) - £ = el 0T ()
{n eN: |1;,q(n)| > 6} U {n eN: |I;,q(”)| > 6}

As the right hand side set belongs to I and y € A was arbitrary, hence

{ e N:IGO) -l = el N T ()]
nelN:
I ()]

This implies that (C;) is u—deferred I-statistically convergent almost surely. [J

26}61, Yy e A
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Theorem 2.56. Let (&;) and (Cj) are two equivalent complex uncertain sequences with respect to (p,q) then se-
quence (&) is u—deferred I-statistically convergent uniformly almost surely implies that sequence (C)) is u—deferred
I-statistically convergent uniformly almost surely.

Proof. Consider the events y € I' — (E;), where (E)) is the sequence of events such that DSI —lim M(E;) =
and adapt the method which is followed in the Theorem 2.55, the proof can be estabhshed easily. [
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