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On a Riesz basis of diagonally generalized subordinate operator
matrices and application to a Gribov operator matrix in Bargmann space

Boulbeba Abdelmoumena,∗, Alaeddine Damergia, Yousra Krichenea

aDépartement de Mathématiques, Faculté des Sciences de Sfax, B. P. 1171, 3000, Sfax, Tunisie

Abstract. In this paper, we study the change of spectrum and the existence of Riesz bases of specific classes
of n×n unbounded operator matrices, called: diagonally and off-diagonally generalized subordinate block
operator matrices. An application to a n × n Gribov operator matrix acting on a sum of Bargmann spaces,
illustrates the abstract results. As example, we consider a particular Gribov operator matrix by taking
special values of the real parameters of Pomeron.

1. Introduction

Block operator matrices are matrices with entries that are linear operators between Banach or Hilbert
spaces. They play a crucial role in several active fields of research: in control and systems theory, in
differential equations, in evolution problems and in mathematical physics with its various applications, such
as hydrodynamics, magnetohydrodynamics, elasticity theory, optimal control, mechanics and quantum
mechanics. The study of spectral proprieties of this type of operators is then of great importance, but also
of complexity, and the situation becomes more complicated for n ≥ 3. In effect, most of the works that have
been carried out on this subject have been done in the particular case n = 2, and we can quote for instance
[1, 3, 4, 8, 9, 17, 18, 20, 21, 28]. Among the works that have dealt with the general case n ≥ 2, we can cite [23]
and [29]. In this latter, Tretter et al. introduced the block numerical range of bounded n×n operator matrices
and proved the spectral inclusion property. In [23], the results obtained in [28] and [29] was generalized
to unbounded diagonally (respectively off-diagonally) dominant n × n operator matrices, which are matrices
such that the off-diagonal entries of each column are relatively bounded to the diagonal entry of the same
column (respectively the diagonal entry of each column is relatively bounded to each off-diagonal entry of
the same column).

In this paper, we introduce specific matrices of the last classes called diagonally and off-diagonally general-
ized subordinate matrices, for which we will characterize the location of the spectrum and study the existence
of Riesz bases of generalized eigenvectors.

The results of this paper, are of importance for application to a n × n Gribov operator matrix, which is
an operator matrix whose entries are Gribov operators.
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Notice that the Gribov operators form a family of non-self-adjoint operators that govern the Reggeon
field theory. This theory was introduced by Gribov [11] in 1967, in order to study strong interactions, i.e., the
interaction between protons and neutrons among other less stable particles. These operators was originally
constructed as polynomials in the standard creation and annihilation operators. A representation space of
this family is the Bargmann space of analytic functions on Cd. In zero transverse dimension (d = 1), the
Bargmann space is the following:

B =

{
φ : C −→ C entire such that

∫
C

e−|z|
2
|φ(z)|2dxdy < ∞ and φ(0) = 0

}
.

It forms with the inner product

⟨φ,ψ⟩ −→
1
π

∫
C

e−|z|
2
φ(z)ψ(z)dxdy,

a Hilbert space. An orthonormal basis for B, is {z 7→ ek(z) =
zk

√
k!
}k∈N.

In this representation, the standard annihilation operator A and the standard creation operator A∗, are
defined by: 

A : D(A) ⊂ B −→ B

φ −→ Aφ =
dφ
dz

D(A) = {φ ∈ B such that Aφ ∈ B}

and 
A∗ : D(A∗) ⊂ B −→ B

φ −→ A∗φ : z 7→ zφ(z)

D(A∗) = {φ ∈ B such that A∗φ ∈ B}.

The following operators play a crucial role in Reggeon field theory.
G : D(G) ⊂ B −→ B

φ −→ Gφ = A∗3A3φ

D(G) = {φ ∈ B such that Gφ ∈ B},
S : D(S) ⊂ B −→ B

φ −→ Sφ = A∗2A2φ

D(S) = {φ ∈ B such that Sφ ∈ B},
H0 : D(H0) ⊂ B −→ B

φ −→ H0φ = A∗Aφ

D(H0) = {φ ∈ B such that H0φ ∈ B}

and 
H1 : D(H1) ⊂ B −→ B

φ −→ H1φ = A∗(A∗ + A)Aφ

D(H1) = {φ ∈ B such that H1φ ∈ B}.
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En effect, a third degree representative of this theory, is the following Gribov operator:

Hλ′′, λ′, µ, λ = λ′′G + λ′S + µH0 + iλH1, (1)

where i2 = −1, the real parameters λ′′, λ′ and λ are respectively the magic, the four and the triple coupling
of Pomeron and the real µ is the Pomeron intercept.

The paper is organized as follows: In Section 2, we study the location of spectrum and the existence of
Riesz bases of diagonally and off-diagonally generalized subordinate n × n operator matrices. In section 3,
the main results are illustrated by an application to a problem of a n × n Gribov operator matrix acting on
a sum of n identical Bargmann spaces.

2. Main results

LetH1, . . . ,Hn be Hilbert spaces. In the Hilbert spaceH :=
n⊕

j=1

H j, we consider a n× n operator matrix

M = (Ai j)1≤i, j≤n, where the entries Ai j are unbounded linear operators from D(Ai j) ⊂ H j toHi. Obviously,
M has as natural domain

D(M) :=
n⊕

j=1

n⋂
i=1

D(Ai j)

and if the entries are densely defined, thenM is too.

For the sequel, we adopt the following decomposition:

M = D + R

with
D = dia1(A11, ...,Ann) and R = ((1 − δi j)Ai j)1≤i, j≤n,

where δi j denote the Kronecker delta of (i, j). For the sake of simplicity, we denote byΩn, the following set:

Ωn := {(i, j) ∈ {1, . . . ,n}2 such that i , j}.

The new concepts of diagonally and off-diagonally generalized subordinate operator matrices are given
in the following definition.

Definition 2.1. The operator matrixM is called

1. diagonally generalized subordinate, if for all (i, j) ∈ Ωn,
Ai j is generalized subordinate to A j j,

i.e,D(A j j) ⊂ D(Ai j) and there exist N(i, j)
∈N∗, {p(i, j)

k }
N(i, j)

k=1 ⊂ [0, 1] and {b(i, j)
k }

N(i, j)

k=1 ⊂ R+, such that

∥Ai jU j∥ ≤

N(i, j)∑
k=1

b(i, j)
k ∥A j jU j∥

p(i, j)
k ∥U j∥

1−p(i, j)
k , ∀ U j ∈ D(A j j).

2. off-diagonally generalized subordinate, if for all (i, j) ∈ Ωn,
A j j is generalized subordinate to Ai j,

i.e,D(Ai j) ⊂ D(A j j) and there exist N′(i, j)
∈N∗, {p

′(i, j)
k }

N′ (i, j)
k=1 ⊂ [0, 1] and {b

′(i, j)
k }

N′ (i, j)
k=1 ⊂ R+, such that

∥A j jU j∥ ≤

N′ (i, j)∑
k=1

b
′(i, j)
k ∥Ai jU j∥

p
′ (i, j)
k ∥U j∥

1−p
′ (i, j)
k ,∀ U j ∈ D(Ai j).
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Remark 2.2. Note that the concept of generalized subordinate perturbations was introduced in [2] as a natural
generalization of the notion of p-subordinate perturbations studied by Krein (see [15]), Markus (see[19]) and Wyss
(see [30] and [31]).

Now, we will state a crucial result that we will use in the rest of this paper.

Lemma 2.3. The following hold:

(i) Suppose thatM is diagonally generalized subordinate, then R is generalized subordinate toD, i.e,D(D) ⊂ D(R)
and ∃N ∈N∗, {pk}

N
k=1 ⊂ [0, 1] and {bk}

N
k=1 ⊂ R+, such that

∥RU∥ ≤
N∑

k=1

bk∥DU∥pk∥U∥1−pk , ∀U ∈ D(D).

(ii) Suppose thatM is off-diagonally generalized subordinate, then D is generalized subordinate to R, i.e, D(R) ⊂
D(D) and ∃N′ ∈N∗, {p′k}

N′
k=1 ⊂ [0, 1] and {b′k}

N′
k=1 ⊂ R+, such that

∥DU∥ ≤
N′∑
k=1

b
′

k∥RU∥p
′

k∥U∥1−p′k , ∀U ∈ D(R).

Proof. We prove (i), the proof of (ii) is analogue. Let U = (U1, ...,Un) ∈
n⊕

j=1

D(A j j),

∥RU∥ =
n∑

i=1

∥

n∑
j=1
j,i

Ai jU j∥

≤

∑
(i, j)∈Ωn

∥Ai jU j∥

≤

∑
(i, j)∈Ωn

N(i, j)∑
k=1

b(i, j)
k ∥A j jU j∥

p(i, j)
k ∥U j∥

1−p(i, j)
k

≤

∑
(i, j)∈Ωn

N(i, j)∑
k=1

b(i, j)
k ∥DU∥p

(i, j)
k ∥U∥1−p(i, j)

k .

It suffices to take



N =
∑

(i, j)∈Ωn

N(i, j),

{bk}
N
k=1 =

⋃
(i, j)∈Ωn

{b(i, j)
k }

N(i, j)

k=1 ,

{pk}
N
k=1 =

⋃
(i, j)∈Ωn

{p(i, j)
k }

N(i, j)

k=1 .

(2)

This ends the proof.

The following theorem provides a detailed description of the changed spectrum of diagonally gener-
alized subordinate n × n block operator matrices. For off-diagonally generalized subordinate n × n block
operator matrices, the result is similar.
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Theorem 2.4. Suppose that the operator matrixM is diagonally generalized subordinate, with {pk}1≤k≤N ⊂ [0, 1[.
Suppose moreover, that for all j = 1, . . . ,n, A j j is normal with compact resolvent and its spectrum lies on finitely
many rays:

σ(A j j) ⊂
m j⋃
l=1

eiθ jlR≥0; 0 ≤ θ jl ≤ 2π, l = 1, · · · ,m j.

Then M is with compact resolvent and there exists m ∈ N∗, such that for every α >
N∑

k=1

bk, there exists r0 > 0

satisfying

σ(M) ⊂ Br0 (0) ∪
m⋃

l=1

{eiθl (x + iy); x ≥ 0 and |y| ≤ max
1≤k≤N

αxpk }.

Proof. The entries (A j j)1≤ j≤n are normals with compact resolvents. So, D is too and

σ(D) =
n⋃

s=1

σ(Ass) ⊂
n⋃

s=1

ms⋃
l=1

eiθslR≥0.

Apply Lemma 2.3 and [2, Theorem 2.1] to the decompositionM = D+R, we obtain the required result.

Since for non-normal operators there is no analogue of the spectral theorem, the existence of Riesz
bases is of great importance. Recently, some progress has been made for the existence of the Riesz bases of
eigenvectors of 2 × 2 block operator matrices, (see [6, 13, 16, 30, 31]) and 3 × 3 block operator matrices (see
[2]). For n > 3, up until now, there have been no results on the existence of Riesz bases for block operator
matrices. The following theorem provides different necessary conditions in terms of the spectrum in order
to prove the existence of Riesz bases with parentheses for diagonally generalized subordinate n × n block
operator matrices.

Theorem 2.5. Under the hypotheses of Theorem 2.4, suppose moreover that

∀ s ∈ {1, . . . ,n}, lim inf
r→+∞

N(r,Ass)
r1−p < +∞, with p = max

1≤k≤N
{pk},

where N(r,Ass) denotes the sum of multiplicities of all eigenvalues of Ass contained in Br(0), the open disk with radius
r and center 0 in C. Then the operator matrixM admits a Riesz basis with parentheses.

Proof. We have N(r,D) =
n∑

s=1

N(r,Ass). Hence, the result follows from Lemma 2.3 and [2, Theorem 2.2].

3. Gribov Operator Matrix in Bargmann space

The Gribov operator matrices are matrices whose entries are Gribov operators between subspaces of
the Bargmann space B. To illustrate the applicability of abstract results described above, we give an
application to a representative of the n × n Gribov operator matrices in zero transverse dimension. To
define this representative, we must start by giving some fundamental results and introducing some basic
notations.

We first begin by recalling basic properties of the operators G, S and H0, that follow from [12, Lemma 3,
p 112] and [12, Proposition 4, p 112].

Proposition 3.1. (i) The operators G, S and H0 are self-adjoint and with compact resolvents.
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(ii) {ek := zk
√

k!
}k≥1 is a system of eigenvectors for H0 associated with the eigenvalues {n}n≥1 and its spectral decompo-

sition is the following:

H0φ =
∞∑

k=1

k⟨φ, ek⟩ek, ∀ φ ∈ D(H0).

(iii) {ek := zk
√

k!
}k≥1 is a system of eigenvectors for S associated with the eigenvalues {k(k − 1)}k≥1 and its spectral

decomposition is the following:

Sφ =
∞∑

k=2

k(k − 1)⟨φ, ek⟩ek, ∀ φ ∈ D(S).

(iv) {ek := zk
√

k!
}k≥2 is a system of eigenvectors for G associated with the eigenvalues

{k(k − 1)(k − 2)}k≥2 and its spectral decomposition is the following:

Gφ =
∞∑

k=2

(k − 2)(k − 1)k⟨φ, ek⟩ek, ∀ φ ∈ D(G).

Now, for λ′′ ∈ R∗, (λ′, λ, µ) ∈ R3 and β > 0, we introduce the following operators:
Gλ′′ : D(Gλ′′ ) ⊂ B −→ B

φ −→ Gλ′′φ = λ′′Gφ

D(Gλ′′ ) = D(G),



Hβ
0 : D(Hβ

0) ⊂ B −→ B

φ −→ Hβ
0φ :=

∞∑
k=1

kβ⟨φ, ek⟩ek

D(Hβ
0) =

φ ∈ B such that
∞∑

k=1

k2β
|⟨φ, ek⟩|

2 < ∞

 ,
and


Hβ
λ′,λ,µ : D(Hβ

λ′,λ,µ) ⊂ B −→ B

φ −→ Hβ
λ′,λ,µφ = [λ′S + iλH1 + µHβ

0]φ

D(Hβ
λ′,λ,µ) =

{
φ ∈ B such that Hβ

λ′,λ,µφ ∈ B
}
.

The following lemma provides several useful inequalities for the operators we defined previously.

Lemma 3.2. Put c1 = 5, c2 =
√

1 + 26 and c3 = 1 + 2
√

2. The following inequalities hold trues:

(i) ∥H3
0φ∥ ≤ c1∥Gφ∥ + c2∥φ∥, ∀φ ∈ D(G).

(ii) ∥Hβ
0φ∥ ≤ ∥H

3
0φ∥

β
3 ∥φ∥1−

β
3 ≤ c

β
3
1 ∥Gφ∥

β
3 ∥φ∥1−

β
3 + c

β
3
2 ∥φ∥, ∀β ∈]0, 3[ and ∀φ ∈ D(Hβ

0).
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(iii) ∥Sφ∥ ≤ ∥H3
0φ∥

2
3 ∥φ∥

1
3 ≤ c

2
3
1 ∥Gφ∥

2
3 ∥φ∥

1
3 + c

2
3
2 ∥φ∥, ∀φ ∈ D(S).

(iv) ∥H1φ∥ ≤ c3∥H
3
2
0 φ∥ ≤ c3∥H3

0φ∥
1
2 ∥φ∥

1
2 ≤ c3c

1
2
1 ∥Gφ∥

1
2 ∥φ∥

1
2 + c3c

1
2
2 ∥φ∥, ∀φ ∈ D(H1).

Proof. Firstly, for all (a, b) ∈ R2
+\{(0, 0)}, we have the following inequalities:

(a + b)α ≤ aα + bα, if 0 ≤ α ≤ 1, (3)
aα + bα ≤ (a + b)α, if α ≥ 1. (4)

(i) Let φ ∈ D(G). By using the spectral decomposition of H3
0 and G and the fact that k2

≤ 5(k − 2)(k − 1) for
all k ≥ 3, we have

∞∑
k=1

k6
| ⟨φ, ek⟩ |

2
≤ | ⟨φ, e1⟩ |

2 +26
| ⟨φ, e2⟩ |

2 +

∞∑
k=3

[5(k − 2)(k − 1)k]2
| ⟨φ, ek⟩ |

2

≤ (1 + 26)∥φ∥2 + 25∥Gφ∥2.

Apply (3), the inequality follows.

(ii) Let φ ∈ D(Hβ
0). The first inequality follows from the application of the Hôlder inequality:

∞∑
k=1

k2β
|⟨φ, ek⟩|

2
≤

( ∞∑
k=1

k6
|⟨φ, ek⟩|

2
) β

3
( ∞∑

k=1

k2β
|⟨φ, ek⟩|

2
)1− β3

.

For the second inequality, it suffices to apply (i) and inequality (3).

Concerning the first two inequalities of (iii) and (iv), one can see [6, Lemme 4.1]. The other two inequalities,
result from (ii), (3) and (4).

The next proposition follows from Lemma 3.2.

Proposition 3.3. Let (λ′′, (λ′, λ, µ), β) ∈ R∗ × R3
×]0, 3[ and put a =

|µ|c
β
3
1

|λ′′ |
β
3
, b =

|λ|c3c
1
2
1

|λ′′ |
1
2

and c =
|λ′ |c

2
3
1

|λ′′ |
2
3

. Then Hβ
λ′,µ,λ

is { β3 ,
1
2 ,

2
3 }-generalized subordinate to Gλ′′ with bound {a, b, c}, i.e;

∥Hβ
λ′,λ,µφ∥ ≤ a∥Gλ′′φ∥

β
3 ∥φ∥1−

β
3 + b∥Gλ′′φ∥

1
2 ∥φ∥

1
2 + c∥Gλ′′φ∥

2
3 ∥φ∥

1
3 , ∀φ ∈ D(Gλ′′ ).

Proof.

∥Hβ
λ′,λ,µφ∥ ≤ | µ | ∥Hβ

0φ∥+ | λ | ∥H1φ∥+ | λ
′
| ∥Sφ∥

≤
| µ | c

β
3
1

| λ′′ |
β
3

∥Gλ′′φ∥
β
3 ∥φ∥1−

β
3 +
| λ | c3c

1
2
1

| λ′′ |
1
2

∥Gλ′′φ∥
1
2 ∥φ∥

1
2 +
| λ′ | c

2
3
1

| λ′′ |
2
3

∥Gλ′′φ∥
2
3 ∥φ∥

1
3

+c
1
3
2 | µ | ∥φ∥ + c3c

1
2
2 | λ | ∥φ∥+ | λ

′
| c

2
3
2 ∥φ∥.

Now, for (λ′′j )1≤ j≤n ⊂ R∗ and
(
(λ′i j, λi j, µi j), βi j)

)
(i, j)∈Ωn

⊂ R3
×]0, 3[, we consider the n × n Gribov operator

matrixMβ
λ′′,λ′,λ,µ defined by:

M
β
λ′′,λ′,λ,µ := Dλ′′ + R

β
λ′,λ,µ, (5)
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where
Dλ′′ = Dia1(Gλ′′1

, . . . ,Gλ′′n ) and Rβλ′,λ,µ =
(
(1 − δi j)H

βi j

λ′i j,λi j,µi j

)
1≤i, j≤n

.

Remark 3.4. The Gribov operator matrixMβ
λ′′,λ′,λ,µ can be written as follows:

M
β
λ′′,λ′,λ,µ := Dλ′′ +Sλ′ + Hλ + H

β
µ, (6)

where
Sλ′ = R

β
λ′,0,0, Hλ = R

β
0,λ,0 and Hβµ = R

β
0,0,µ.

According to this decomposition,Mβ
λ′′,λ′,λ,µ can be considered as a representative for the n×n Gribov operator matrices.

For the sequel, we put

b(i, j)
1 =

| µi j | c
βi j
3

1

| λ′′j |
βi j
3

, b(i, j)
2 =

| λi j | c3c
1
2
1

| λ′′j |
1
2

and b(i, j)
3 =

| λ′i j | c
2
3
1

| λ′′j |
2
3

, for all (i, j) ∈ Ωn.

Now, we state a straightforward, but useful result.

Proposition 3.5. The Gribov operator matrixMβ
λ′′,λ′,λ,µ is diagonally generalized subordinate.

Proof. According to Proposition 3.3, Hβi j

λ′i j,λi j,µi j
is { βi j

3 ,
1
2 ,

2
3 }-generalized subordinate to Gλ′′j

for all (i, j) ∈ Ωn.

M
β
λ′′,λ′,λ,µ is then diagonally generalized subordinate.

As a consequence, we obtain the following result.

Proposition 3.6. Rβλ′,λ,µ is { βi j

3 }(i, j)∈Ωn ∪ {
1
2 ,

2
3 }-generalized subordinate to Dλ′′ with bound

{b(i, j)
1 }(i, j)∈Ωn

⋃
{

∑
(i, j)∈Ωn

b(i, j)
2 ,

∑
(i, j)∈Ωn

b(i, j)
3 }.

Proof. Follows immediately from Lemma 2.3, Proposition 3.5 and the decomposition (5).

Remark 3.7. Note that 0 is an eigenvalue of the operator matrix Dλ′′ and that Rβλ′,λ,µ is generalized subordinate but
not p-subordinate to Dλ′′ . Therefore, the results of [19] and [31] are not applicable to the Gribov operator matrix
M

β
λ′′,λ′,λ,µ.

Below, we provide sufficient conditions for the closedness of the Gribov operator matrixMβ
λ′′,λ′,λ,µ.

Proposition 3.8. Suppose that
∑

(i, j)∈Ωn

(1
3

b(i, j)
1 βi j +

1
2

b(i, j)
2 +

2
3

b(i, j)
3

)
< 1. Then the Gribov operator matrixMβ

λ′′,λ′,λ,µ

is closed.

Proof. Dλ′′ is closed and Mβ
λ′′,λ′,λ,µ is diagonally generalized subordinate. So, it suffices to apply [14, IV

Theorem 1.1].
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The self-adjointness or non-self-adjointness of Mβ
λ′′,λ′,λ,µ depends on the non-symmetrical operators

Hλi j := λi jH1. This has of course an effect on the location of the spectrum as well as on the existence of bases.

Theorem 3.9. The Gribov operator matrixMβ
λ′′,λ′,λ,µ has compact resolvent. Moreover, we have:

1. If for all (i, j) ∈ Ωn, λi j = 0 and
∑

(i, j)∈Ωn

(1
3

b(i, j)
1 βi j +

2
3

b(i, j)
3

)
< 1, then Mβ

λ′′,λ′,0,µ is self adjoint and hence

σ(Mβ
λ′′,λ′,λ,µ) ⊂ R.

2. If not for all (i, j) ∈ Ωn, λi j = 0, then for every α >
∑

(i, j)∈Ωn

(
b(i, j)

1 + b(i, j)
2 + b(i, j)

3

)
, there exists r0 > 0 satisfying

σ(Mβ
λ′′,λ′,λ,µ) ⊂ Br0 (0) ∪ {(x + iy); x ≥ 0 and |y| ≤ α max

(i, j)∈Ωn

{x
2
3 , xβi j }}.

Proof. Firstly, since Dλ′′ has compact resolvent, thenMβ
λ′′,λ′,λ,µ has so. For the first case, Dλ′′ is self-adjoint

andRβλ′′,λ′,0,µ is symmetric. Then the result follows from Kato-Rellich Theorem [25]. For the second case,Dλ′′

is self-adjoint with compact resolvent and Rβλ′′,λ′,λ,µ is non-symmetrical. So, we should apply Proposition
3.6 and Theorem 2.4.

Theorem 3.10. We have the two following assertions:

1. If for all (i, j) ∈ Ωn, λi j = 0 and
∑

(i, j)∈Ωn

(1
3

b(i, j)
1 βi j +

2
3

b(i, j)
3

)
< 1, thenMβ

λ′′,λ′,0,µ admits an orthonormal basis of

eigenvectors.
2. If not for all (i, j) ∈ Ωn, λi j = 0, thenMβ

λ′′,λ′,λ,µ admits a Riesz basis with parentheses.

Proof. For the first case, sinceMβ
λ′′,λ′,0,µ is self-adjoint with compact resolvent, then we apply the spectral

theorem. For the second case, let 1 ≤ j ≤ n and ξk := λ′′j (k − 2)(k − 1)k the eigenvalue number k of Gλ′′j
. Put

rk =
ξk+ξk+1

2 . We have
N(rk,Gλ′′j

)

r1− 2
3

k

=
2

1
3

λ
′′

1
3

j

k

(k(k − 1)(2k − 1))1− 2
3

∼
rk−→∞

1

λ
′′

1
3

j

< +∞.

Hence, To finish, it suffices to apply Proposition 3.6 and Theorem 2.5.

Remark 3.11. By virtue of Theorems 3.9 and 3.10, the operator matricesDλ′′ ,Sλ′ ,Hλ andHβµ, have the same spectral
properties of their corresponding entries.

We close this paper by a simple example of Gribov operator matrix by taking particular values of the
real parameters of Pomeron.

Example 3.12. We consider the Gribov matrix:

M
3p
λ′′,λ′,0,µ = λ

′′Dia1(G, . . . ,G) +
(
(1 − δi j)pi jH

3pi j

0

)
1≤i, j≤n

,

where {pi j}(i, j)∈Ωn is a double indexed and decreased sequence defined by:
p12 = p21 =

1
3 ,

pi j =
1

ai+ j , for (i, j) ∈ Ωn \ {(1, 2), (2, 1)} (a ≥ 7
5 ).
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Proposition 3.13. Suppose that γ := c1
|λ′′ | < 1, then σ

(
M

3p
λ′′,λ′,0,µ

)
⊂ R andM3p

λ′′,λ′,0,µ admits an orthonormal basis
of eigenvectors.

Proof. According to Theorems 3.9 and 3.10, it suffices to prove that
∑

(i, j)∈Ωn

γpi j p2
i j < 1.

We have ∑
(i, j)∈Ωn

γpi j p2
i j ≤ 2

∑
1≤i< j≤n

p2
i j = 2p2

12 + 2
∑

2≤i< j≤n

p2
i j =

2
9
+ 2

∑
2≤i< j≤n

p2
i j.

Put S :=
∑

2≤i< j≤n

p2
i j. Then S =

n−1∑
i=2

Si

a2i , where Si =

n∑
j=i+1

1
a2 j . Thus,

Si =
1

a2(i+1)

1 − ( 1
a2 )n−i

1 − 1
a2

<
1

a2i(a2 − 1)
.

Hence,

S <
1

a2 − 1

n−1∑
i=2

1
a4i <

1
a4(a4 − 1)(a2 − 1)

.

Since a ≥ 7
5 , then S < 7

18 and therefore,
∑

(i, j)∈Ωn

γpi j p2
i j < 1.
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