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Abstract. The main aim of this investigation is to introduce roughI-statistical convergence in probabilistic
n-normed spaces (briefly Pr-n-spaces). We establish some results on roughI-statistical convergence and also
we introduce the notion of rough I-statistical limit set in Pr-n-spaces and discuss some topological aspects
on this set. Moreover, we define rough I-lacunary statistical convergent, rough lacunary I-convergent,
rough lacunary I-Cauchy and rough lacunary I∗-convergent sequences in Pr-n-spaces. We obtain several
significant results related to these notions.

1. Introduction

The concept of probabilistic metric spaces was put forward by Menger [15]. The idea of Menger was
to utilize distribution function instead of non-negative real numbers as values of the metric. In the early
1960s, A. N. Šerstnev [27] generalized usual normed spaces and investigated probabilistic normed spaces
(briefly RNS), and put forward to questions regarding the completeness and the completion of RNS, then
examined the problem of best approximation in RNS. The theory of PNS had gone through significant
advancements before Alsina et al. [1] investigated a new and wider recognized definition of PN spaces.
The theory of PNS supplies an significant method of generalising the conclusions of normed linear spaces.
It has beneficial implementation, in different fields such as continuity features [2], topological spaces [6],
boundedness [9], convergence of random variables [10] etc. A comprehensive study in this direction can be
examined from the book by Guillen and Harikrishnan [11]. The theory of 2-norm and n-norm on a linear
space was presented by Gahler [7, 8] which was later studied by Tripathy and Borgohain [28], Tripathy
and Dutta [29] and many others. The concepts of statistical convergence I-convergence were defined at
the initial stage by Fast [5] and Kostyrko et al. [12], respectively. Later on it was further studied by several
authors (see [3, 4, 13, 14, 16–26, 30–34]).
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gurdalmehmet@sdu.edu.tr (Mehmet Gürdal)
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2. Preliminaries

Now, we recall some notations and definitions which is utilized in this study.

Definition 2.1. A probabilistic n-normed linear space or in short Pr-n-space is a triplet (Y, ϑ, ∗) where Y is a real
linear space of dimension greater than one, ϑ is a mapping from Yn into D and ∗, a continuous t-norm supplying the
following conditions for all s1, s2, ..., sn−1 ∈ Y and k, l > 0;
(i) ϑ ((s1, s2, ..., sn) , l) = 1 iff s1, s2, ..., sn are linearly dependent,
(ii) ϑ ((s1, s2, ..., sn) , l) is invariant under any permutation of s1, s2, ..., sn,

(iii) ϑ ((s1, s2, ..., αsn) , l) = ϑ
(
(s1, s2, ..., sn) , l

|α|

)
if α , 0, α ∈ R,

(iv) ϑ
((

s1, s2, ..., sn + s′n
)
, k + l

)
≥ ϑ ((s1, s2, ..., sn) , k) ∗ ϑ

((
s1, s2, ..., s′n

)
, l
)
.

Definition 2.2. Assume (Y, ϑ, ∗) be a Pr-n-space. A sequence w =
(
wp

)
in Y is said to be convergent to σ ∈ Y w.r.t.

the probabilistic n-norm ϑn provided that for each ρ > 0, η ∈ (0, 1), s1, s2, ..., sn−1 ∈ Y, there is p0 ∈N such that

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, ρ

)
> 1 − η

for all p ≥ p0. Symbolically we write, ϑn
− limp→∞ wp = σ or wp

ϑn

→ σ.

Definition 2.3. A sequence w =
(
wp

)
in Y is named to Cauchy sequence w.r.t. the probabilistic n-norm ϑn provided

that given ρ > 0, η ∈ (0, 1), s1, s2, ..., sn−1 ∈ Y, there is p0 ∈N such that

ϑ
((

s1, s2, ..., sn−1,wp − wm

)
, ρ

)
> 1 − η

for all p,m ≥ p0.

Definition 2.4. A sequence w =
(
wp

)
in Y is named to be I-convergent to σ ∈ Y w.r.t. the probabilistic n-norm ϑn

provided that for each ρ > 0, η ∈ (0, 1), s1, s2, ..., sn−1 ∈ Y, the set{
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − σ

)
, ρ

)
≤ 1 − η

}
∈ I.

Symbolically we write, Iϑn − limp→∞ wp = σ or wp
Iϑn
→ σ.

Definition 2.5. By a lacunary sequence we mean an increasing integer sequence θ = (ku), u = 1, 2, ... such that
k0 = 0 and hu = ku − ku−1 → ∞ as u → ∞. The intervals determined by θ will be demonstrated by Iu = (ku−1, ku]
and the ratio ku

ku−1
will be abbreviated by qu.

3. Main Results

At the beginning, we examine the conceptions rough convergence and rough I-statistical convergence
in Pr-n-space as follows:

Definition 3.1. Assume (Y, ϑ, ∗) be a Pr-n-space. A sequence w =
(
wp

)
in Y is said to be rough convergent to σ ∈ Y

w.r.t. the probabilistic n-norm ϑn provided that for each ρ > 0, η ∈ (0, 1), s1, s2, ..., sn−1 ∈ Y and some r > 0 there
exists p0 ∈N such that

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
> 1 − η

for all p ≥ p0. Symbolically we write rϑn − limp→∞ wp = σ or wp
rϑn
→ σ.



B.C. Tripathy et al. / Filomat 37:24 (2023), 8113–8130 8115

Definition 3.2. Assume (Y, ϑ, ∗) be a Pr-n-space. A sequence w =
(
wp

)
in Y is said to be rough I-statistically

convergent to σ ∈ Y w.r.t. the probabilistic n-norm ϑn provided that for each ρ, δ > 0, η ∈ (0, 1), s1, s2, ..., sn−1 ∈ Y
and some r > 0{

t ∈N :
1
t

∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣ ≥ δ} ∈ I.

In this case, we write r − Sϑn (I) − limp→∞ wp = σ or wp
r−Sϑn (I)
→ σ.

Remark 3.3. For the case r = 0, the concept rough I-statistical convergence w.r.t. the probabilistic n-norm ϑn agrees
with the I-statistical convergence w.r.t. the probabilistic n-norm ϑn.

From the above definition it is clear that the r-I-statistical limit of a sequence w.r.t. the probabilistic
n-norm ϑn is not unique. So, we consider the set of r-I-statistical limits of a sequence w and we use the
notation Sϑn (I)−LIMr

w to indicate the set of all r-I-statistical limits of a sequence w. We say that a sequence
w is r-I-statistically convergent when Sϑn (I)− LIMr

w , ∅. So, we examine r− Sϑn (I)-limit set of a sequence
w =

(
wp

)
as

Sϑ
n

(I) − LIMr
w =

{
σ : wp

r−Sϑn (I)
→ σ

}
.

The sequence w =
(
wp

)
is rϑn -convergent when LIMrϑn

w , ∅where LIMrϑn
w =

{
σ∗ ∈ Y : wp

rϑn
→ σ

}
. For unbounded

sequence LIMrϑn
w is always empty.

Definition 3.4. Assume (Y, ϑ, ∗) be a Pr-n-space. A sequence w =
(
wp

)
in Y is said to be I-statistically bounded

w.r.t. the probabilistic n-norm ϑn provided that for all δ > 0, η ∈ (0, 1) there is a real number T > 0 such that

A =
{
t ∈N :

1
t

∣∣∣∣{p ≤ t : ϑ
(
s1, s2, ..., sn−1,wp,T

)
≤ 1 − η

}∣∣∣∣ ≥ δ} ∈ I.

In the light of above definitions, we obtain the following significant results on rough I-statistical
convergence in Pr-n-space.

Theorem 3.5. A sequence w =
(
wp

)
is I-statistically bounded in a Pr-n-space (Y, ϑ, ∗) iff Sϑn (I) − LIMrw , ∅ for

some r > 0.

Proof. Necessity:
Assume that the sequence w =

(
wp

)
is I-statistically bounded in a Pr-n-space (Y, ϑ, ∗). Then, for all δ > 0,

η ∈ (0, 1) and s1, s2, ..., sn−1 ∈ Y, there is a real number T > 0 such that

A =
{
t ∈N :

1
t

∣∣∣∣{p ≤ t : ϑ
(
s1, s2, ..., sn−1,wp,T

)
≤ 1 − η

}∣∣∣∣ ≥ δ} ∈ I.

For t ∈ Ac we get ϑ
(
s1, s2, ..., sn−1,wp,M

)
> 1 − η. Also

ϑ
(
s1, s2, ..., sn−1,wp, r + T

)
≥ ϑ (s1, s2, ..., sn−1, 0, r) ∗ ϑ

(
s1, s2, ..., sn−1,wp,T

)
> 1 ∗

(
1 − η

)
= 1 − η.

So, 0 ∈ Sϑn (I) − LIMr
w. As a result, Sϑn (I) − LIMr

w , ∅.
Sufficiency:

Assume that Sϑn (I) − LIMr
w , ∅ for some r > 0. Then, there is σ ∈ Y such that σ ∈ Sϑn (I) − LIMr

w. For
ρ, δ > 0, η ∈ (0, 1), s1, s2, ..., sn−1 ∈ Y and some r > 0 we get,{

t ∈N :
1
t

∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣ ≥ δ} ∈ I.

As a result, almost all wp’s are included in some ball with center σ which means that sequence w =
(
wp

)
is

I-statistically bounded in a Pr-n-space (Y, ϑ, ∗).
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Next, we put forward the the algebraic characterization of rough I-statistically convergent sequences
in Pr-n-spaces (Y, ϑ, ∗).

Theorem 3.6. Let w =
(
wp

)
and q =

(
qp

)
be two sequences in Pr-n-spaces (Y, ϑ, ∗). Then, for some r > 0, the

followings hold:

(i) If wp
r−Sϑn (I)
→ σ and α ∈N, then αwp

r−Sϑn (I)
→ ασ,

(ii) If wp
r−Sϑn (I)
→ σ1 and qp

r−Sϑn (I)
→ σ2 then

(
wp + qp

) r−Sϑn (I)
→ σ1 + σ2.

Proof. Proof of above results are obvious so we are omitting them.

Theorem 3.7. Assume (Y, ϑ, ∗) be a Pr-n- space. If a sequence w =
(
wp

)
be I-statistical convergent w.r.t. the

probabilistic n-norm ϑn, then r − Sϑn (I)-limit is unique.

Proof. Let us presume that r − Sϑn (I) − limp→∞ wp = σ1 and r − Sϑn (I) − limp→∞ wp = σ2. For given λ > 0,
select η ∈ (0, 1) such that

(
1 − η

)
∗
(
1 − η

)
> 1−λ. Then, for any ρ, δ > 0, s1, s2, ..., sn−1 ∈ Y and for some r > 0,

we determine the following sets

Kϑn,1
(
ρ, η, δ

)
=

{
t ∈N :

1
t

∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − σ1

)
, r + ρ

)
> 1 − η

}∣∣∣∣ < δ}
and

Kϑn,2
(
ρ, η, δ

)
=

{
t ∈N :

1
t

∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − σ2

)
, r + ρ

)
> 1 − η

}∣∣∣∣ < δ} .
Since r− Sϑn (I)− limp→∞ wp = σ1, so Kϑn,1

(
ρ, η, δ

)
∈ F (I), for all ρ, δ > 0. Also, Kϑn,2

(
ρ, η, δ

)
∈ F (I), for all

ρ, δ > 0. Assume

Kϑn
(
ρ, η, δ

)
= Kϑn,1

(
ρ, η, δ

)
∩ Kϑn,2

(
ρ, η, δ

)
.

Then, Kϑn
(
ρ, η, δ

)
∈ F (I).

Now if p ∈ Kϑn
(
ρ, η, δ

)
, then we get

ϑ
(
(s1, s2, ..., sn−1, σ1 − σ2) , r + ρ

)
≥ ϑ

((
s1, s2, ..., sn−1,wp − σ1

)
, r +

ρ

2

)
∗ ϑ

((
s1, s2, ..., sn−1,wp − σ2

)
, r +

ρ

2

)
>

(
1 − η

)
∗
(
1 − η

)
> 1 − λ.

Since λ > 0 was arbitrary, we obtain ϑ
(
(s1, s2, ..., sn−1, σ1 − σ2) , r + ρ

)
= 1 for all ρ > 0 and for some r > 0,

which yields σ1 = σ2.

Theorem 3.8. The set Sϑn (I) − LIMr
w of a sequence w =

(
wp

)
in a Pr-n-spaces (Y, ϑ, ∗) is a closed set.

Proof. We have nonthing to demonstrate as Sϑn (I) − LIMr
w = ∅.

Assume Sϑn (I)−LIMr
w , ∅ for some r > 0 and consider q =

(
qp

)
be a convergent sequence in Sϑn (I)−LIMr

w
w.r.t. the norm ϑn to q0 ∈ Y. For t ∈ (0, 1) select λ ∈ (0, 1) such that (1 − λ) ∗ (1 − λ) > 1 − t. Then, for all
ρ > 0, λ ∈ (0, 1) there is a p1 ∈N such that

ϑ
((

s1, s2, ..., sn−1, qp − q0

)
,
ρ

2

)
> 1 − λ, for all p ≥ p1.

Choose qm ∈ Sϑn (I) − LIMr
w with m ≥ p1 such that

A =
{
t ∈N :

1
t

∣∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − qm

)
, r +

ρ

2

)
≤ 1 − η

}∣∣∣∣∣ ≥ δ} ∈ I. (1)
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Assume

j ∈
{
t ∈N :

1
t

∣∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − qm

)
, r +

ρ

2

)
> 1 − η

}∣∣∣∣∣ < δ}
we get

ϑ
((

s1, s2, ..., sn−1,w j − qm

)
, r +

ρ

2

)
> 1 − η.

Then, we obtain

ϑ
((

s1, s2, ..., sn−1,w j − q0

)
, r + ρ

)
≥ ϑ

((
s1, s2, ..., sn−1,w j − qm

)
, r +

ρ

2

)
∗ ϑ

((
s1, s2, ..., sn−1, qm − q0

)
,
ρ

2

)
> (1 − λ) ∗ (1 − λ) > 1 − t.

So

j ∈
{
p ≤ t : ϑ

((
s1, s2, ..., sn−1,wp − q0

)
, r + ρ

)
≥ 1 − t

}
.

So, we acquire the following inclusion{
t ∈N :

1
t

∣∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − qm

)
, r +

ρ

2

)
> 1 − η

}∣∣∣∣∣ < δ}
⊆

{
t ∈N :

1
t

∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − q0

)
, r + ρ

)
> 1 − t

}∣∣∣∣ < δ}
i.e. {

t ∈N :
1
t

∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − q0

)
, r + ρ

)
≤ 1 − t

}∣∣∣∣ ≥ δ}
⊆

{
t ∈N :

1
t

∣∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − qm

)
, r +

ρ

2

)
≤ 1 − η

}∣∣∣∣∣ ≥ δ} .
Utilizing equation (1) we obtain{

t ∈N :
1
t

∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − q0

)
, r + ρ

)
≤ 1 − t

}∣∣∣∣ ≥ δ} ∈ I.
As a result, we get q0 ∈ Sϑn (I) − LIMr

w.

In the next result, we examine the convexity of the set Sϑn (I) − LIMr
w.

Theorem 3.9. Let w =
(
wp

)
be a sequence in a Pr-n- space (Y, ϑ, ∗). Then, roughI-statistical limit set Sϑn (I)−LIMr

w
w.r.t. the norm ϑn is convex for some r > 0.

Proof. Suppose σ1, σ2 ∈ Sϑn (I)− LIMr
w. For the convexity of the set Sϑn (I)− LIMr

w, we have to indicate that
[(1 − α) σ1 + ασ2] ∈ Sϑn (I)−LIMr

w for someα ∈ (0, 1). For t ∈ (0, 1) letλ ∈ (0, 1) such that (1 − λ)∗(1 − λ) > 1−t.
Then, for all ρ, δ > 0, λ ∈ (0, 1), we determine

K1 =

{
t ∈N :

1
t

∣∣∣∣∣∣
{

p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − σ1

)
,

r + ρ
2 (1 − α)

)
≤ 1 − λ

}∣∣∣∣∣∣ ≥ δ
}
∈ I,

K2 =
{
t ∈N :

1
t

∣∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − σ2

)
,

r + ρ
2α

)
≤ 1 − λ

}∣∣∣∣∣ ≥ δ} ∈ I.
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M =N⧹ (K1 ∪ K2) ∈ F (I) and so M have to be infinite set. Assume u ∈M then δ (T1) = 0, where

T1 =
{
p ≤ u : ϑ

((
s1, s2, ..., sn−1,wp − σ1

)
, r + ρ

)
≤ 1 − λ

}
and δ (T2) = 0, where

T2 =
{
p ≤ u : ϑ

((
s1, s2, ..., sn−1,wp − σ2

)
, r + ρ

)
≤ 1 − λ

}
.

Now, for all p ∈ Tc
1 ∩ Tc

2 and each λ ∈ (0, 1),

ϑ
((

s1, s2, ..., sn−1,wp − [(1 − α) σ1 + ασ2]
)
, r + ρ

)
≥ ϑ

((
s1, s2, ..., sn−1, (1 − α)

(
wp − σ1

)
+ α

(
wp − σ2

))
, r + ρ

)
≥ ϑ

((
s1, s2, ..., sn−1, (1 − α)

(
wp − σ1

))
,

r + ρ
2

)
∗ ϑ

((
s1, s2, ..., sn−1, α

(
wp − σ2

))
,

r + ρ
2

)
≥ ϑ

((
s1, s2, ..., sn−1,wp − σ1

)
,

r + ρ
2 (1 − α)

)
∗ ϑ

((
s1, s2, ..., sn−1,wp − σ2

)
,

r + ρ
2α

)
> (1 − λ) ∗ (1 − λ) > 1 − t.

Thus, we obtain{
t ∈N :

1
t

∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − [(1 − α) σ1 + ασ2]
)
, r + ρ

)
≤ 1 − t

}∣∣∣∣ ≥ δ} ∈ I.

This proves that, [(1 − α) σ1 + ασ2] ∈ Sϑn (I) − LIMr
w i.e. Sϑn (I) − LIMr

w is a convex set.

Theorem 3.10. A sequence w =
(
wp

)
in a Pr-n-space (Y, ϑ, ∗) is rough I-statistically convergent to σ ∈ Y w.r.t. the

norm ϑn for some r > 0 if there is a sequence q =
(
qp

)
in Y, which is I-statistically convergent to σ ∈ Y w.r.t. the

norm ϑn and for all λ ∈ (0, 1) have ϑ
((

s1, s2, ..., sn−1,wp − qp

)
, r

)
> 1 − λ, for all p ∈N.

Proof. Take ρ > 0 and λ ∈ (0, 1). Examine qp
Sϑn (I)
→ σ and ϑ

((
s1, s2, ..., sn−1,wp − qp

)
, r

)
> 1 − λ for all p ∈ N.

For given λ ∈ (0, 1) select t ∈ (0, 1) such that (1 − t) ∗ (1 − t) > 1 − λ. Identify

K1 =
{
t ∈N :

1
t

∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1, qp − σ
)
, ρ

)
≤ 1 − t

}∣∣∣∣ ≥ δ} ∈ I,

K2 =
{
t ∈N :

1
t

∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − qp

)
, r

)
≤ 1 − t

}∣∣∣∣ ≥ δ} ∈ I.

M =N⧹ (K1 ∪ K2) ∈ F (I) and so M have to be infinite set. For p ∈M, we obtain

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≥ ϑ

((
s1, s2, ..., sn−1,wp − qp

)
, r

)
∗ ϑ

((
s1, s2, ..., sn−1, qp − σ

)
, ρ

)
> (1 − t) ∗ (1 − t) > 1 − λ.

Then ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
> 1 − λ for all p ∈M = Kc

1 ∩ Kc
2.

This gives that{
t ∈N :

1
t

∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − t

}∣∣∣∣ ≥ δ} ⊆ K1 ∪ K2.

As K1 ∪ K2 ∈ I, so{
t ∈N :

1
t

∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − t

}∣∣∣∣ ≥ δ} ∈ I.

As a result, we obtain wp
r−Sϑn (I)
→ σ.
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Theorem 3.11. Assume w =
(
wp

)
be a sequence in a Pr-n-space (Y, ϑ, ∗). Then, there does not exist elements

y, z ∈ Sϑn (I) − LIMr
w for some r > 0 and each λ ∈ (0, 1) such that ϑ

((
s1, s2, ..., sn−1, y − z

)
,ur

)
≤ 1 − λ for u ≥ 2.

Proof. We establish the result by method of contradiction. Assume there are elements y, z ∈ Sϑn (I) − LIMr
w

such that

ϑ
((

s1, s2, ..., sn−1, y − z
)
,ur

)
≤ 1 − λ, (2)

for u ≥ 2. For given λ ∈ (0, 1) select t ∈ (0, 1) such that (1 − t) ∗ (1 − t) > 1 − λ. Then, for all ρ > 0, t ∈ (0, 1),
we get K1 ∈ I and K2 ∈ Iwhere

K1 =
{
t ∈N :

1
t

∣∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − y
)
, r +

ρ

2

)
> 1 − t

}∣∣∣∣∣ < δ} ,

K2 =
{
t ∈N :

1
t

∣∣∣∣∣{p ≤ t : ϑ
((

s1, s2, ..., sn−1,wp − z
)
, r +

ρ

2

)
> 1 − t

}∣∣∣∣∣ < δ} .

For p ∈ Kc
1 ∩ Kc

2 we get

ϑ
((

s1, s2, ..., sn−1, y − z
)
, 2r + ρ

)
≥ ϑ

((
s1, s2, ..., sn−1,wp − z

)
, r +

ρ

2

)
∗ ϑ

((
s1, s2, ..., sn−1,wp − y

)
, r +

ρ

2

)
> (1 − t) ∗ (1 − t) > 1 − λ.

Hence

ϑ
((

s1, s2, ..., sn−1, y − z
)
, 2r + ρ

)
> 1 − λ. (3)

Then, according to the (3), we have ϑ
((

s1, s2, ..., sn−1, y − z
)
,ur

)
> 1 − λ for u ≥ 2 which is a contradiction to

(2). Hence, there does not exists elements y, z ∈ Sϑn (I) − LIMr
w such that ϑ

((
s1, s2, ..., sn−1, y − z

)
,ur

)
≤ 1 − λ

for u ≥ 2.

Definition 3.12. Assume (Y, ϑ, ∗) be a Pr-n- space. Then, γ ∈ Y is named rough I-statistical cluster point of the
sequence w =

(
wp

)
in Y w.r.t. the norm ϑn provided that for each ρ > 0, λ ∈ (0, 1) and some r > 0,

δI
({

p ∈N : ϑ
((

s1, s2, ..., sn−1,wp − γ
)
, r + ρ

)
> 1 − λ

})
, 0

where

δI (A) = I- lim
t→∞

1
t

∣∣∣{p ≤ t, p ∈ A
}∣∣∣

if exists. In this case, γ is known as r − Sϑn -cluster points of a sequence w =
(
wp

)
. Let Γr

w,ϑn (I) indicates the set of

all r-Sϑn -cluster points of a sequence w =
(
wp

)
.

Theorem 3.13. Assume (Y, ϑ, ∗) be a Pr-n- space. Then, the set Γr
w,ϑn (I) of any sequence w =

(
wp

)
is closed for some

r > 0.

Proof. If Γr
w,ϑn (I) = ∅, then we have to demonstrate nothing. If Γr

w,ϑn (I) , ∅, then take a sequence

q =
(
qp

)
⊆ Γr

w,ϑn (I) such that qp
ϑn

→ q∗. It is sufficient to prove that q∗ ∈ Γr
w,ϑn (I). For t ∈ (0, 1) select λ ∈ (0, 1)

such that (1 − λ) ∗ (1 − λ) > 1 − t. Since qp
ϑn

→ q∗, then for each ρ > 0 and λ ∈ (0, 1) there exists pρ ∈ N such
that ϑ

((
s1, s2, ..., sn−1, qp − q∗

)
,
ρ
2

)
> 1 − λ, for p ≥ pρ. Now, select p0 ∈ N such that p0 ≥ pρ. Then, we obtain

ϑ
((

s1, s2, ..., sn−1, qp0 − q∗
)
,
ρ
2

)
> 1 − λ. Since, q =

(
qp

)
⊆ Γr

w,ϑn (I), we get qp0 ∈ Γ
r
w,ϑn (I). Namely,

δI

({
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − qp0

)
, r +

ρ

2

)
> 1 − λ

})
, 0. (4)
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Select

j ∈
{
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − qp0

)
, r +

ρ

2

)
> 1 − λ

}
,

then we obtain ϑ
((

s1, s2, ..., sn−1,w j − qp0

)
, r + ρ2

)
> 1 − λ.

ϑ
((

s1, s2, ..., sn−1,w j − q∗
)
, r + ρ

)
≥ ϑ

((
s1, s2, ..., sn−1,w j − qp0

)
, r +

ρ

2

)
∗ ϑ

((
s1, s2, ..., sn−1, qp0 − q∗

)
,
ρ

2

)
> (1 − λ) ∗ (1 − λ) > 1 − t.

Thus,

j ∈
{
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − q∗

)
, r + ρ

)
> 1 − t

}
.

Hence{
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − qp0

)
, r +

ρ

2

)
> 1 − λ

}
⊆

{
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − q∗

)
, r + ρ

)
> 1 − t

}
.

Now

δI

({
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − qp0

)
, r +

ρ

2

)
> 1 − λ

})
(5)

≤ δI
({

p ∈N : ϑ
((

s1, s2, ..., sn−1,wp − q∗
)
, r + ρ

)
> 1 − t

})
.

By equation (4), we obtain that the set on left side of (5) has natural density more than 0. As a result, we get

δI
({

p ∈N : ϑ
((

s1, s2, ..., sn−1,wp − q∗
)
, r + ρ

)
> 1 − t

})
, 0.

Hence, q∗ ∈ Γr
w,ϑn (I).

Theorem 3.14. Assume Γw,ϑn (I) be the set of all I-statistical cluster point of the sequence w =
(
wp

)
in a Pr-n- space

(Y, ϑ, ∗) and r > 0. Then, for an arbitrary γ ∈ Γw,ϑn (I) and λ ∈ (0, 1) we get ϑ
((

s1, s2, ..., sn−1, ξ − γ
)
, r

)
> 1−λ, for

all ξ ∈ Γr
w,ϑn (I) .

Proof. For λ ∈ (0, 1) select t ∈ (0, 1) such that (1 − t) ∗ (1 − t) > 1 − λ. Let γ ∈ Γw,ϑn (I). Then, for each ρ > 0
and t ∈ (0, 1), we get

δI
({

p ∈N : ϑ
((

s1, s2, ..., sn−1,wp − γ
)
, ρ

)
> 1 − t

})
, 0.

Now, we will denote that if for ξ ∈ Y we obtain

ϑ
((

s1, s2, ..., sn−1, ξ − γ
)
, r

)
> 1 − t (6)

then ξ ∈ Γr
w,ϑn (I) .

Let

j ∈
{
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − γ

)
, ρ

)
> 1 − t

}
then ϑ

((
s1, s2, ..., sn−1,w j − γ

)
, ρ

)
> 1 − t. Now

ϑ
((

s1, s2, ..., sn−1,w j − ξ
)
, r + ρ

)
≥ ϑ

((
s1, s2, ..., sn−1,w j − γ

)
, ρ

)
∗ ϑ

((
s1, s2, ..., sn−1, ξ − γ

)
, r

)
> (1 − t) ∗ (1 − t) > 1 − λ.
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So, we get ϑ
((

s1, s2, ..., sn−1,w j − ξ
)
, r + ρ

)
> 1 − λ. Thus

j ∈
{
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − ξ

)
, r + ρ

)
> 1 − λ

}
.

Now, the next inclusion supplies.{
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − γ

)
, ρ

)
> 1 − t

}
⊆

{
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − ξ

)
, r + ρ

)
> 1 − λ

}
.

Then

δI
({

p ∈N : ϑ
((

s1, s2, ..., sn−1,wp − γ
)
, ρ

)
> 1 − t

})
≤ δI

({
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − ξ

)
, r + ρ

)
> 1 − λ

})
.

By equation (6), we have

δI
({

p ∈N : ϑ
((

s1, s2, ..., sn−1,wp − ξ
)
, r + ρ

)
> 1 − λ

})
, 0.

Hence, we obtain ξ ∈ Γr
w,ϑn (I) .

Theorem 3.15. If B (c, λ, r) = {w ∈ Y : ϑ ((s1, s2, ..., sn−1,w − c) , r) ≥ 1 − λ} represent the closure of open ball
B (c, λ, r) = {w ∈ Y : ϑ ((s1, s2, ..., sn−1,w − c) , r) > 1 − λ} for some r > 0, λ ∈ (0, 1) and fixed c ∈ Y then
Γr

w,ϑn (I) =
⋃

c∈Γw,ϑn (I)

B (c, λ, r).

Proof. For λ ∈ (0, 1) select t ∈ (0, 1) such that (1 − t) ∗ (1 − t) > 1 − λ. Take γ ∈
⋃

c∈Γw,ϑn (I)

B (c, λ, r) then there is

c ∈ Γw,ϑn (I) for some r > 0 and each t ∈ (0, 1) such that ϑ
((

s1, s2, ..., sn−1, c − γ
)
, r

)
≥ 1 − t.

Fixed ρ > 0. As c ∈ Γw,ϑn (I) then there is a set

K =
{
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − c

)
, ρ

)
≥ 1 − t

}
with δI (K) , 0. For p ∈ K

ϑ
((

s1, s2, ..., sn−1,wp − γ
)
, r + ρ

)
≥ ϑ

((
s1, s2, ..., sn−1,wp − c

)
, ρ

)
∗ ϑ

((
s1, s2, ..., sn−1, c − γ

)
, r

)
> (1 − t) ∗ (1 − t) > 1 − λ.

This implies

δI
({

p ∈N : ϑ
((

s1, s2, ..., sn−1,wp − γ
)
, r + ρ

)
> 1 − λ

})
, 0.

Hence γ ∈ Γr
w,ϑn (I). As a result, we obtain

⋃
c∈Γw,ϑn (I)

B (c, λ, r) ⊆ Γr
w,ϑn (I) .

Conversely, suppose that γ ∈ Γr
w,ϑn (I). Next, we establish that γ ∈

⋃
c∈Γw,ϑn (I)

B (c, λ, r).

Suppose, γ <
⋃

c∈Γw,ϑn (I)

B (c, λ, r), i.e. γ < B (c, λ, r), for all c ∈ Γw,ϑn (I). Then,

ϑ
((

s1, s2, ..., sn−1, γ − c
)
, r

)
≤ 1 − λ

for each c ∈ Γw,ϑn (I). According to the Theorem 3.14 for arbitrary c ∈ Γw,ϑn (I) we get

ϑ
((

s1, s2, ..., sn−1, γ − c
)
, r

)
> 1 − λ

for all c ∈ Γr
w,ϑn (I) which is a contradiction to the supposition. So, γ ∈

⋃
c∈Γw,ϑn (I)

B (c, λ, r). Hence, Γr
w,ϑn (I) ⊆⋃

c∈Γw,ϑn (I)

B (c, λ, r).
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Theorem 3.16. Assume w =
(
wp

)
be a sequence in a Pr-n- space (Y, ϑ, ∗). Then, for any λ ∈ (0, 1),

(i) If c ∈ Γw,ϑn (I), then Sϑn (I) − LIMr
w ⊆ B (c, λ, r).

(ii) Sϑn (I) − LIMr
w =

⋂
c∈Γw,ϑn (I)

B (c, λ, r) =
{
ξ ∈ Y : Γw,ϑn (I) ⊆ B (ξ, λ, r)

}
.

Proof. (i) Let ρ > 0. For a given λ ∈ (0, 1) select t ∈ (0, 1) such that (1 − t) ∗ (1 − t) > 1 − λ. Consider
ξ ∈ Sϑn (I) − LIMr

w and c ∈ Γw,ϑn (I). For all ρ > 0 and t ∈ (0, 1) identify sets

K =
{
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − ξ

)
, r + ρ

)
> 1 − t

}
,

with δI (Kc) = 0, and

L =
{
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − c

)
, ρ

)
> 1 − t

}
,

with δI (Lc) , 0. Now, for p ∈ K ∩ L we obtain

ϑ ((s1, s2, ..., sn−1, ξ − c) , r) ≥ ϑ
((

s1, s2, ..., sn−1,wp − c
)
, ρ

)
∗ ϑ

((
s1, s2, ..., sn−1,wp − ξ

)
, r + ρ

)
> (1 − t) ∗ (1 − t) > 1 − λ.

So, ξ ∈ B (c, λ, r). As a result, Sϑn (I) − LIMr
w ⊆ B (c, λ, r).

(ii) According to previous part we get Sϑn (I) − LIMr
w ⊆

⋂
c∈Γw,ϑn (I)

B (c, λ, r).

Presume q ∈
⋂

c∈Γw,ϑn (I)

B (c, λ, r) then ϑ ((s1, s2, ..., sn−1, ξ − c) , r) ≥ 1 − λ, for all c ∈ Γw,ϑn (I). This implies

Γw,ϑn (I) ⊆ B (c, λ, r), i.e.,
⋂

c∈Γw,ϑn (I)

B (c, λ, r) =
{
ξ ∈ Y : Γw,ϑn (I) ⊆ B (ξ, λ, r)

}
.

In addition, assume q < Sϑn (I) − LIMr
w, then for all ρ > 0, we get

δI
({

p ∈N : ϑ
((

s1, s2, ..., sn−1,wp − q
)
, r + ρ

)
≤ 1 − λ

})
, 0,

which yields that the existence of a I-statistical cluster point c of the sequence w =
(
wp

)
with

ϑ
((

s1, s2, ..., sn−1,wp − q
)
, r + ρ

)
≤ 1 − λ.

So, Γw,ϑn (I) ⫅̸ B (c, λ, r) and q <
{
ξ ∈ Y : Γw,ϑn (I) ⊆ B (ξ, λ, r)

}
. This gives that{

ξ ∈ Y : Γw,ϑn (I) ⊆ B (ξ, λ, r)
}
⊆ Sϑ

n
(I) − LIMr

w

and we have
⋂

c∈Γw,ϑn (I)

B (c, λ, r) ⊆ Sϑn (I) − LIMr
w. Hence, we have

Sϑ
n

(I) − LIMr
w =

⋂
c∈Γw,ϑn (I)

B (c, λ, r) =
{
ξ ∈ Y : Γw,ϑn (I) ⊆ B (ξ, λ, r)

}
.

Theorem 3.17. Let w =
(
wp

)
be a sequence in a Pr-n- space (Y, ϑ, ∗) which is I-statistically convergent to ξ ∈ Y

w.r.t. the norm ϑn there exists λ ∈ (0, 1) such that Sϑn (I) − LIMr
w = B (ξ, λ, r), for some r > 0.
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Proof. Let ρ > 0. For a given λ ∈ (0, 1) choose t ∈ (0, 1) such that (1 − t) ∗ (1 − t) > 1 − λ. As wp
Sϑn (I)
→ ξ then

there exists a set

K =
{
p ∈N : ϑ

((
s1, s2, ..., sn−1,wp − ξ

)
, ρ

)
≤ 1 − t

}
with δI (K) = 0. Establish

q ∈ B (ξ, t, r) =
{
q ∈ Y : ϑ

((
s1, s2, ..., sn−1, y − ξ

)
, r

)
≥ 1 − t

}
.

For p ∈ Kc

ϑ
((

s1, s2, ..., sn−1,wp − y
)
, r + ρ

)
≥ ϑ

((
s1, s2, ..., sn−1,wp − ξ

)
, ρ

)
∗ ϑ

((
s1, s2, ..., sn−1, y − ξ

)
, r

)
> (1 − t) ∗ (1 − t) > 1 − λ.

This implies q ∈ Sϑn (I)− LIMr
w, i.e. B (ξ, λ, r) ⊆ Sϑn (I)− LIMr

w. In addition, Sϑn (I)− LIMr
w ⊆ B (ξ, λ, r). This

results that, Sϑn (I) − LIMr
w = B (ξ, λ, r) for some r > 0.

Theorem 3.18. Assume w =
(
wp

)
be a sequence in a Pr-n- space (Y, ϑ, ∗) which converges I-statistically w.r.t. the

norm ϑn then Γr
w,ϑn (I) = Sϑn (I) − LIMr

w for some r > 0.

Proof. Let wp
Sϑn (I)
→ ξ, then we have Γw,ϑn (I) = {ξ}. By Theorem 3.15, for some r > 0 and λ ∈ (0, 1) we

get Γw,ϑn (I) = B (ξ, λ, r). Also, according to Theorem 3.17 we get B (ξ, λ, r) = Sϑn (I) − LIMr
w. Hence,

Γr
w,ϑn (I) = Sϑn (I) − LIMr

w.
Suppose Γr

w,ϑn (I) = Sϑn (I) − LIMr
w. According to Theorem 3.15 and Theorem 3.16(ii) we get⋃

c∈Γw,ϑn (I)

B (c, λ, r) =
⋂

c∈Γw,ϑn (I)

B (c, λ, r).

This implies either Γw,ϑn (I) = ∅ or Γw,ϑn (I) is a singleton set. Then

Sϑ
n

(I) − LIMr
w =

⋂
c∈Γw,ϑn (I)

B (c, λ, r) = B (ξ, λ, r),

for some ξ ∈ Γw,ϑn (I), also according to the Theorem 3.17 we obtain Sϑn (I) − LIMr
w = {ξ}.

Definition 3.19. Let (Y, ϑ, ∗) be a Pr-n-space. A sequence w =
(
wp

)
in Y is said to be rough I-lacunary statistically

convergent to σ ∈ Y w.r.t. the probabilistic n-norm ϑn provided that for each ρ, δ > 0, η ∈ (0, 1), s1, s2, ..., sn−1 ∈ Y
and r > 0{

u ∈N :
1
hu

∣∣∣∣{p ∈ Iu : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣ ≥ δ} ∈ I.

Symbolically written as, r − Sϑn

θ
(I) − limp→∞ wp = σ or wp

r−Sϑn
θ

(I)
→ σ.

Definition 3.20. Let (Y, ϑ, ∗) be a Pr-n-space. A sequence w =
(
wp

)
in Y is said to be rough Nϑn

θ
(I)-convergent to

σ ∈ Y w.r.t. the probabilistic n-norm ϑn provided that for each ρ > 0, η ∈ (0, 1), s1, s2, ..., sn−1 ∈ Y and r > 0u ∈N :
1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

 ∈ I.

Symbolically written as, r −Nϑn

θ
(I) − limp→∞ wp = σ or wp

r−Nϑn
θ

(I)
→ σ.
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Theorem 3.21. Let (Y, ϑ, ∗) be a Pr-n-space and θ be a lacunary sequence. Then

(i) (a) wp
r−Nϑn

θ
(I)

→ σ⇒ wp
r−Sϑn

θ
(I)
→ σ;

(b) r −Nϑn

θ
(I) is a proper subset of r − Sϑn

θ
(I).

(ii) w =
(
wp

)
∈ ℓ∞ and wp

r−Sϑn
θ

(I)
→ σ⇒ wp

r−Nϑn
θ

(I)
→ σ,

(iii) r − Sϑn

θ
(I) ∩ ℓ∞ = r −Nϑn

θ
(I) ∩ ℓ∞.

Proof. (i) (a) If ρ > 0, η ∈ (0, 1) and wp
r−Nϑn

θ
(I)

→ σ, we can write∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≥

∑
p∈Iu,ϑ((s1,s2,...,sn−1,wp−σ),r+ρ)≤1−η

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≥ η.

∣∣∣∣{p ∈ Iu : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣
and so

1
ηhu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≥

1
hu

∣∣∣∣{p ∈ Iu : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣
Then, for any δ > 0, η ∈ (0, 1),{

u ∈N : 1
hu

∣∣∣∣{p ∈ Iu : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣ ≥ δ}
⊆

u ∈N : 1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤

(
1 − η

)
δ

 ∈ I.

This establishes the result.
(ii) In order to show that the inclusion r − Nϑn

θ
(I) ⊆ r − Sϑn

θ
(I) is proper, let θ be given, and consider

wp to be 1, 2, ...,
[√

hu

]
for the first

[√
hu

]
integers in Iu and wp = 0 otherwise, for all p = 1, 2, .... So, for any

η ∈ (0, 1) and ρ > 0,

1
hu

∣∣∣∣{p ∈ Iu : ϑ
((

s1, s2, ..., sn−1,wp − 0
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣ ≤
[√

hu

]
hu
,

and for any δ > 0

{
u ∈N :

1
hu

∣∣∣∣{p ∈ Iu : ϑ
((

s1, s2, ..., sn−1,wp − 0
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣ ≥ δ} ⊆ u ∈N :

[√
hu

]
hu

≥ δ

 .
Since the set on the right-hand side is a finite set and so belongs to I, it shows that wp

r−Sϑn
θ

(I)
→ 0. However,

1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − 0
)
, r + ρ

)
=

1
hu
.

[√
hu

] ([√
hu

]
+ 1

)
2

.

Then u ∈N :
1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − 0
)
, r + ρ

)
≤ 1 −

1
4

 =
u ∈N :

[√
hu

] ([√
hu

]
+ 1

)
hu

≥
1
2


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which belongs to F (I), as I is admissible. Hence wp
r−Nϑn

θ
(I)

↛ 0.

(ii) Suppose that wp
r−Sϑn

θ
(I)
→ σ and w =

(
wp

)
∈ ℓ∞. Then, there exists an T > 0 such that

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≥ 1 − T, ∀p ∈N.

Given η ∈ (0, 1), we obtain

1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
= 1

hu

∑
p∈Iu,ϑ((s1,s2,...,sn−1,wp−σ),r+ρ)≤1− η2

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
+ 1

hu

∑
p∈Iu,ϑ((s1,s2,...,sn−1,wp−σ),r+ρ)>1− η2

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤

M
hu

{
u ∈N : ϑ

((
s1, s2, ..., sn−1,wp − 0

)
, r + ρ

)}
+
η
2 .

As a result, we obtainu ∈N :
1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η


⊆

{
u ∈N :

1
hu

∣∣∣∣∣{p ∈ Iu : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 −

η

2

}∣∣∣∣∣ ≥ η

2M

}
∈ I.

This proves the result.
(iii) It follows from (i) and (ii) .

Theorem 3.22. For any lacunary sequence θ, rough I-statistical convergence w.r.t. the probabilistic norm ϑn gives
rough I-lacunary statistical convergence w.r.t. the probabilistic norm ϑn iff lim infu qu > 1. When lim infu qu = 1,
then there is a bounded sequence w =

(
wp

)
which is rough I-statistically convergent but not rough I-lacunary

statistically convergent.

Proof. Assume first lim infu qu > 1. Then, there exists α > 0 such that qu > 1 + α for sufficiently large u,

which means that hu
ku
≥

α
1+α . Since wp

r−Sϑn (I)
→ σ, for each ρ > 0, η ∈ (0, 1) and for sufficiently large u, we

acquire

1
ku

∣∣∣∣{p ≤ ku : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣
≥
α

1 + α
1
hu

∣∣∣∣{p ∈ Iu : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣ .
Then, for any δ > 0, we have{

u ∈N :
1
hu

∣∣∣∣{p ∈ Iu : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣ ≥ δ}
⊆

{
u ∈N :

1
ku

∣∣∣∣{p ∈ Iu : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣ ≥ δα
1 + α

}
∈ I.

This denotes the sufficiency.
Conversely, assume that lim infu qu = 1. we can select a subsequence

{
ku(m)

}
of the lacunary sequence θ such

that

ku(m)

ku(m)−1
< 1 +

1
m

and
ku(m)−1

ku(m−1)
> m
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where u (m) ≥ u (m − 1) + 2.
Now identify a bounded sequence w =

(
wp

)
by wp = 1 for p ∈ Iu(m) for some m = 1, 2, ... and wp = 0 otherwise.

Then, for any real σ,

1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
= ϑ

(
(s1, s2, ..., sn−1, 1 − σ) , r + ρ

)
, for p = 1, 2, ...

and

1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
= ϑ

(
(s1, s2, ..., sn−1, σ) , r + ρ

)
, for u , u

(
p
)
.

Then it is obvious that w does not belong to r − Nϑn

θ
(I). As w is bounded, Theorem 3.21 (ii) gives that

wp
r−Sϑn

θ
(I)
↛ σ.

It is known that rough lacunary statistical convergence w.r.t. the probabilistic norm ϑn implies rough
statistical convergence w.r.t the probabilistic norm ϑn iff limr sup qr < ∞ (i.e. when I = I f in is the ideal
of finite subsets of N) But, for arbitrary admissible ideal I, this is not clear, and we leave it as an open
problem.

Problem 3.23. When does rough I-lacunary statistical convergence w.r.t. the probabilistic norm ϑn imply rough
I-statistical convergence w.r.t. the probabilistic norm ϑn?

Theorem 3.24. LetI be an admissible ideal satisfying condition (AP) and supposeθ ∈ F (I). If wp ∈
[
r − Sϑn (I)

]
∩[

r − Sϑn

θ
(I)

]
, then r − Sϑn (I) − lim w = r − Sϑn

θ
(I) − lim w.

Proof. Suppose r − Sϑn (I) − lim w = σ1 and r − Sϑn

θ
(I) − lim w = σ2 and σ1 , σ2. Take ρ ∈

(
0, 1

2 |σ1 − σ2|
)
.

Since I satisfies the condition (AP), there is M ∈ F (I) (i.e.,N⧹M ∈ I) such that

lim
q→∞

1
uq

∣∣∣∣{p ≤ uq : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣ = 0,

where M =
{
uq : q = 1, 2, ...

}
. Let

K =
{
p ≤ uq : ϑ

((
s1, s2, ..., sn−1,wp − σ1

)
, r + ρ

)
≤ 1 − η

}
and

L =
{
p ≤ uq : ϑ

((
s1, s2, ..., sn−1,wp − σ2

)
, r + ρ

)
≤ 1 − η

}
.

Then uq ≤ |K ∪ L| ≤ |K| + |L| . This implies

1 ≤
|K|
uq
+
|L|
uq
.

Since |L|uq
≤ 1 and limq→∞

|K|
uq
= 0, so we get limq→∞

|L|
uq
= 1.

Suppose, M∗ =
{(

kαt

)
: t = 1, 2, ...

}
∩ θ ∈ F (I). Then, the

(
kαt

)
th term of the statistical limit expression

1
uq

∣∣∣∣{p ≤ uq : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣
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is

1
kαt

∣∣∣∣∣∣∣
p ∈

αt⋃
u=1

Iu : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η


∣∣∣∣∣∣∣ = 1

αt∑
u=1

hu

αt∑
u=1

tuhu, (7)

where

tu =
1
hu

∣∣∣∣{p ∈ Iu : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣ I→ 0,

since wp
r−Sϑn

θ
(I)
→ σ. Since θ is a lacunary sequence, (7) is a regular weighted mean transform of tu’s, and

therefore it is also I-convergent to 0 as t → ∞, and hence it has a subsequence which is convergent to 0,
since I satisfies the condition (AP). However since this is a subsequence of{1

u

∣∣∣∣{1 ≤ p ≤ u : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣}
u∈M
,

we deduce that
{

1
u

∣∣∣∣{1 ≤ p ≤ u : ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

}∣∣∣∣}
u∈M

is not convergent to 1, which is

a contradiction. This establishes the proof of the theorem.

Definition 3.25. A sequence w =
(
wp

)
in Y is said to be rough lacunary I-Cauchy w.r.t. the probabilistic n-norm

ϑn or r−Iϑn

θ -Cauchy sequence provided, for each ρ > 0, η ∈ (0, 1), s1, s2, ..., sn−1 ∈ Y and some non-negative number
r, there is a q > 0 such that the setu ∈N :

1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − wq

)
, r + ρ

)
> 1 − η

 ∈ F (I) .

Theorem 3.26. If w =
(
wp

)
be any rough Nϑn

θ
(I)-convergent sequence in a Pr-n-space (Y, ϑ, ∗), then it is r − Iϑn

θ -
Cauchy sequence.

Proof. Suppose that wp
r−Nϑn

θ
(I)

→ σ. For a given t > 0, select η ∈ (0, 1) such that
(
1 − η

)
∗
(
1 − η

)
> 1 − t. Then,

for any ρ > 0, s1, s2, ..., sn−1 ∈ Y and r > 0, determine the set

K =

u ∈N :
1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r +

ρ

2

)
> 1 − η

 .

Then, K ∈ F (I). Select a fixed q ∈N. When η ∈ K, then we obtain

1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − wq

)
, r + ρ

)
≥

1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ2

)
∗

1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wq − σ
)
, r + ρ2

)
>

(
1 − η

)
∗
(
1 − η

)
> 1 − t.

This implies,u ∈N :
1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − wq

)
, r + ρ

)
> 1 − t

 ∈ F (I)

and so
(
wp

)
is a r − Iϑn

θ -Cauchy sequence.



B.C. Tripathy et al. / Filomat 37:24 (2023), 8113–8130 8128

Definition 3.27. A sequence w =
(
wp

)
in Y is said to be rough lacunary convergent to σ ∈ Y w.r.t. the probabilistic

n-norm ϑn provided that, for all ρ > 0, η ∈ (0, 1), s1, s2, ..., sn−1 ∈ Y and some non-negative number r there exists
u0 ∈N such that

1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
> 1 − η,

for all u ≥ u0 and we write r − (ϑn)θ − lim wp = σ.

Definition 3.28. A sequence w =
(
wp

)
in Y is said to be rough lacunary I∗-convergent or briefly r−Iϑn

θ∗ -convergent
to σ ∈ Y w.r.t. the probabilistic n-norm ϑn provided that there is a set K =

{
p1 < p2 < ... < pm < ...

}
⊂ N such that

the set
{
u ∈N : pm ∈ Iu

}
∈ F (I) and (ϑn)θ − lim wpm = σ. Symbolically written as, r − Iϑn

θ∗ − lim wp = σ.

Theorem 3.29. Assume (Y, ϑ, ∗) be a Pr-n-space and I be an admissible ideal. If r − Iϑn

θ∗ − lim wp = σ, then
r − Iϑn

θ − lim wp = σ.

Proof. Suppose that r − Iϑn

θ∗ − lim wp = σ. Then, there exists a set

K =
{
pm ∈N : pm < pm+1, for all m ∈N

}
,

such that the followings are satisfied

L =
{
u ∈N : pm ∈ Iu

}
∈ F (I)

and r− (ϑn)θ − lim wpm = σ. Then, for all ρ > 0, η ∈ (0, 1), s1, s2, ..., sn−1 ∈ Y and r > 0 there exists u0 ∈N such
that

1
hu

∑
pm∈Iu

ϑ
((

s1, s2, ..., sn−1,wpm − σ
)
, r + ρ

)
> 1 − η,

for all u ≥ u0. Since I contains all finite subsets ofN,u ∈N :
1
hu

∑
pm∈Iu

ϑ
((

s1, s2, ..., sn−1,wpm − σ
)
, r + ρ

)
≤ 1 − η

 ∈ I.
So u ∈N :

1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

 ∈ I,
for all ρ > 0, η ∈ (0, 1). Hence we have, r − Iϑn

θ − lim wp = σ.

Theorem 3.30. Let (Y, ϑ, ∗) be a Pr-n-space and I satisfies the condition (AP). If w =
(
wp

)
is a sequence in Y such

that r − Iϑn

θ − lim wp = σ, then r − Iϑn

θ∗ − lim wp = σ.

Proof. Let r − Iϑn

θ − lim wp = σ, for all ρ > 0, η ∈ (0, 1), s1, s2, ..., sn−1 ∈ Y and r > 0, the setu ∈N :
1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
≤ 1 − η

 ∈ I.
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For l ∈N and ρ > 0, we construct,

Al =

u ∈N : 1 −
1
l
≤

1
hu

∑
p∈Iu

ϑ
((

s1, s2, ..., sn−1,wp − σ
)
, r + ρ

)
< 1 −

1
l + 1

 .
So, it is obvious that {A1,A2, ...} is a countable family of mutually disjoint sets belonging to I and hence
according to the (AP) condition there is a countable family of sets {B1,B2, ...} in I such that Ap∆Bp is a finite

set for all p ∈ N and B =
∞⋃

p=1

Bp ∈ I. As B ∈ I, there is a set K in F (I) such that K = N⧹B. Now, we

demonstrate that the subsequence
(
wpm

)
, pm ∈ Iu, u ∈ K is convergent to σ ∈ Y w.r.t. the probabilistic n-norm

ϑn. For this, take η ∈ (0, 1) and ρ > 0. Select a v > 0 such that 1
v < η. Then, we getu ∈N :

1
hu

∑
pm∈Iu

ϑ
((

s1, s2, ..., sn−1,wpm − σ
)
, r + ρ

)
≤ 1 − η


⊂

u ∈N :
1
hu

∑
pm∈Iu

ϑ
((

s1, s2, ..., sn−1,wpm − σ
)
, r + ρ

)
≤ 1 −

1
v

 ⊂
∞⋃

p=1

Ap.

Since Ap∆Bp is a finite set for all p = 1, 2, ..., v − 1, there exists a p0 > 0, such that ∞⋃
p=1

Bp

 ∩ {u ∈N : u ≥ u0} =

 ∞⋃
p=1

Ap

 ∩ {u ∈N : u ≥ u0} .

If p > p0 and u ∈ K, then u < B. This means that u <
∞⋃

p=1

Bp and so u <
∞⋃

p=1

Ap. So, for all p ≥ p0 and u ∈ K, we

obtain

1
hu

∑
pm∈Iu

ϑ
((

s1, s2, ..., sn−1,wpm − σ
)
, r + ρ

)
> 1 − η.

As a result, we get r − Iϑn

θ∗ − lim wp = σ.

4. Conclusion

The main goal of this article is to present the notion of rough I-statistical convergence in Pr-n-spaces. To
accomplish this goal, we mainly investigate some fundamental properties of the newly introduced notion.
Then, we define the concept of rough I-statistical limit set in Pr-n-spaces and obtain some algebraic and
topological properties of this set. In addition, we investigate roughI-lacunary statistical convergent, rough
I-convergent, rough lacunaryI-Cauchy and rough lacunaryI∗-convergent sequences in Pr-n-spaces. These
ideas and results are expected to be a source for researchers in the area of rough convergence of sequences.
Also, these concepts can be generalized and applied for further studies.

Acknowledgement. The authors would like to thank the anonymous referee for his/her comments that
helped us improve this article.
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[24] E. Savaş, M. Gürdal, Certain summability methods in intuitionistic fuzzy normed spaces, J. Intell. Fuzzy Systems 27 (2014), 1621–1629.
[25] E. Savaş, M. Gürdal, Generalized statistically convergent sequences of functions in fuzzy 2-normed spaces, J. Intell. Fuzzy Systems 27

(2014), 2067–2075.
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