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Abstract. The main purpose of this article is to give a relationship between Fredholm multivalued linear
operators and the demicompact linear relation; we provide some sufficient conditions on the inputs of a
closable block multivalued linear operator matrix to ensure the generalized demicompactness of its closure.
Our results generalize many known ones in the literature.

1. Introduction

Recently, Spectral theory has witnessed a huge development. There are different types of spectra,
both for one or serval commuting operators, with important applications, for example the approximate
points spectrum, Taylor spectrum, essential spectrum, etc. Spectral theory is important when it comes
to functional analysis, having numerous applications in different fields of physics and mathematics that
include the matrix theory, complex analysis, differential and integral equations, control theory and quantum
physics.

More precisely, we are interested in the study of the properties of demicompactness of a linear relation.
In fact, the passage from the Fredholm relation and the multivalued demicompact operator is motivated
by the close connection existing between them. However, we will be able to use the Fredholm theory for
the linear relation matrices.

W. V. Petryshyn [22] in 1966, using the concept of demicompactness as a generalization of the class of
demicompact operator. The notion of demicompactness has been used to discuss fixed points and has been
studied in a large number of papers (see, for example, [10, 20, 21]). In 1984 W. Y. Akashi [2] generalized
some known results in the classical theory of linear Fredholm operators. A demicompact linear operator
T : D(T) ⊂ X→ X is defined as follows: for every bounded sequence xn inD(T) such that xn −Txn → x ∈ X,
there is a convergent subsequence of {xn}. This description contained the use of some notions that were
first developed for demicompactness in linear spaces in [15] and systematically treated in the context of
the multivalued linear operator by A. Ammar, A. Jeribi and B. Saadaoui in [4, 5]. Recently, A. Jeribi [18]
continued this study to investigate the essential spectra of densely defined linear operators. The purpose of
this work is to pursue the analysis started in [12] and to extend it to more general classes by introducing the
concept of relative demicompact linear relations. Lately, in [8] A. Ammar, H. Daoud and A. Jeribi defined the
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demicompactness of a linear relation by T : D(T) ⊆ X→ X is said to be demicompact if for every bounded
sequence {xn} in D(T) such that QI−T(I − T)xn → y ∈ X/(I − T)(0), there is a convergent subsequence of
{QTxn}. Afterwards, results given in have been generalized into multivalued linear operators .

Remark 1.1. It is clear that the sum, the product of demicompact linear relation, and the product of a complex number
by a demicompact linear relation are not necessarily demicompact.

The theory of multivalued linear operators or linear relations is a branch of mathematics that has been
developed intensively in the last years and lies at the junction of topology, the theory of functions of a
real variable and nonlinear functional analysis. For some decades ago, the concept of linear relation has
occurred in the literature for two main reasons. The first one is the need of considering adjoint (conjugates)
of non-densely defined linear differential operators (see [13]). The second reason is the need of considering
the inverses of certain operators.

The theory of block operator matrices arises in various areas of mathematics and its applications: in
systems theory as Hamiltonians (see [16]), in the discretization of partial differential equations as large
partitioned matrices due to sparsity patterns, in saddle point problems in non-linear analysis (see [11]), in
evolution problems as linearization of second-order Cauchy problems and as linear operators describing
coupled systems of partial differential equations. Such systems occur widely in mathematical physics, e.g.,
in fluid mechanics (see [17]), magnetohydrodynamics (see [19]). In these different application fields, the
spectral properties of the block operator matrices are fundamental since they govern, for instance, the time
evolution thus the stability of the underlying physical systems. The spectral theory of block linear relation
matrix is of major interest since it describes coupled systems of partial differential equations of mixed order
and type. From the most important works on the spectral theory of block linear relation matrix, we mention
[1, 3, 6, 7] in which the author was proposed for developed the essential spectra of a 2 × 2 block linear
relation matrix. We also mention [7] about the Weyl essential spectrum of the closure,L, of an multivalued
linear operator L0 represented by 2 × 2 block linear relation matrix acting on the product Banach spaces
X × Y taking the form:

L0 =

(
A B
C D

)
.

Finally, using the concept of the multivalued linear operator demicompact with more general hypotheses
who it applies on the components of the matrix L0 under which λ − L is Fredholm linear relation for all
λ ∈ C.

We organize our paper in the following way: In the next Section, we introduce the class of Fredholm
linear relations in Banach spaces and we prove several results which will be used to prove the main results.
In Section 3, we give some sufficient conditions for the linear relation demicompact to become Fredholm
linear relation. In Section 4, we prove in Theorem 5.4 that under some conditions, µ−L is demicompact for
each µ ∈ ρ(A) and we give a necessary condition for which µ − L is Fredholm linear relations on a Banach
space. In the last section, we apply the results of section 3 to describe that under some conditions, λL is
demicompact for each µ ∈ ρ(A).

2. Generalities and preliminaries

The goal of this section consists in establishing some preliminary results which will be needed in the
sequel. In this paper, the symbols X, Y stand for infinite dimensional Banach spaces over the same field
K (K being R or C). A multivalued linear operator or linear relation is a mapping T ⊂ X × Y which goes
from a subspace D(T) ⊂ X called the domain of T, into the collection of nonempty subsets of Y such that
T(α1x1 + α2x2) = α1T(x1) + α2T(x2) for all nonzero scalars α1, α2 with x1, x2 ∈ D(T). For x ∈ X\D(T) we
define Tx = ∅. With this convention, we have

D(T) :=
{
x ∈ X : Tx , ∅

}
.
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The collection of linear relations as defined above will be denoted by LR(X,Y). A linear relation T ∈ LR(X,Y)
is uniquely determined by and identified with its graph, G(T), which is defined by

G(T) :=
{
(x, y) ∈ X × Y : x ∈ D(T), y ∈ Tx

}
.

Let T ∈ LR(X,Y). The range R(T) of T is defined by R(T) := {y : (x, y) ∈ G(T)} and T is called surjective if
R(T) = Y. The inverse of T ∈ LR(X,Y) is the linear relation T−1 defined by

G(T−1) :=
{
(y, x) ∈ Y × X : (x, y) ∈ G(T)

}
.

The subspace T−1(0) is denoted by N(T) and T is called injective if N(T) = {0}. If T is both injective and
surjective, then we say that T is bijective. Observe that Tx = y + T(0), for any y ∈ Tx. For T ∈ LR(X,Y),
we write α(T) := dim N(T), β(T) := dim Y/R(T), β(T) := dim Y/R(T) and the index of T is the quantity
i(T) := α(T)− β(T) provided that α(T) and β(T) are not both infinite. Let T, S ∈ LR(X,Y), then their algebraic
sum T + S is also a linear relation defined by

G(T + S) :=
{
(x,u + v) : (x,u) ∈ G(T), (x, v) ∈ G(S)

}
.

Similarly, if T ∈ LR(X,Y) and S ∈ LR(Y,Z), then their product ST is also a linear relation defined by

G(ST) :=
{
(x, z) ∈ X × Z : (x, y) ∈ G(T) and (y, z) ∈ G(S) for some y ∈ Y

}
.

A linear relation T is said to be closed if its graph is closed. Similarly, T is called closable if T is an extension
of T where the closure of T, T, is defined by G(T) := G(T).We denote the class of all bounded linear relations
from X to Y by BR(X,Y). The collection of all closed linear relations from X to Y is denoted by CR(X,Y). The
quotient map from Y onto Y/T(0) is denoted by QT. A linear relation T is said to be compact if QTT(BD(T)) is
compact in Y (BD(T) := {x ∈ D(T) : ∥x∥ ≤ 1}). We denote the class of compact linear relations from X to Y by
KR(X,Y) and by K (X,Y) the subspace of all compact operators. It is easy to see that QTT is single valued
so that we can define

∥Tx∥ := ∥QTTx∥ for all x ∈ D(T) and ∥T∥ := ∥QTT∥.

We say that T ∈ LR(X,Y) is continuous if ∥T∥ < ∞; bounded if it is continuous andD(T) = X; open if T−1 is
continuous; equivalent if its minimum modulus γ(T) is a positive number, where

γ(T) := sup
{
λ ≥ 0 : λd(x,N(T)) ≤ ∥Tx∥, x ∈ D(T)

}
,

where d(x,N(T)) the distance between x and N(T).
We say that a closed linear relation T is a upper semi Fredholm linear relation if it has finite dimensional

null space and closed range is defined by:

Φ+(X,Y) =
{
T ∈ CR(X,Y) : α(T) < ∞ and R(T) is closed in Y

}
,

T is lower semi Fredholm linear relation if its range is closed and has a finite codimensional is defined by:

Φ−(X,Y) =
{
T ∈ CR(X,Y) : β(T) < ∞ and R(T) is closed in Y

}
.

T is Fredholm linear relation if it is both upper and lower semi Fredholm linear relation is defined by
Φ(X,Y) := Φ+(X,Y) ∩ Φ−(X,Y) denotes the set of Fredholm relations from X into Y. If X = Y then Φ+(X,Y),
Φ−(X,Y), Φ±(X,Y) and Φ(X,Y) are replaced by Φ+(X), Φ−(X), Φ±(X) and Φ(X), respectively.

Lemma 2.1. [13] Let T ∈ LR(X,Y). Then,

(i)D(T−1) = R(T) andD(T) = R(T−1).

(iv) TT−1y = y + T(0) and T−1Tx = x + T−1(0).

(iii) T is single valued if, and only if, T(0) = {0}.

(ii) T injective if, and only if, T−1T = ID(T).
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Lemma 2.2. [13, Lemma V.2.9] If T ∈ LR(X,Y) and S ∈ LR(Y,Z) such that T(0) ⊂ D(S) and S is a continuous,
then QSTST = QSTSQ−1

T QTT.

Proposition 2.3. [13, Proposition 11.3.4] we have:

(i) N(T) ⊂ N(QTT) with equality if T(0) is relatively closed in R(T).

(ii) γ(T) < γ(QTT) with equality if T(0) is relatively closed in R(T).

Proposition 2.4. [13, Proposition I.4.2] Let R,S,T ∈ LR(X). Then,

(i) (R + S)T ⊂ RT + ST with equality if T is single valued.

(ii) T(R + S) is an extension of TR + TS and TR + TS = T(R + S) ifD(T) is the whole space.

(iii) Let T ∈ LR(X,Y) and S,R ∈ LR(Y,Z). If T(0) ⊂ N(S) or T(0) ⊂ N(R), then (R + S)T = RT + ST.

Lemma 2.5. [13, Proposition II.5.3] Let X and Y be two vector spaces.

T is closed if, and only if, QTT is closed single valued and T(0) is a closed space.

Theorem 2.6. [7, Theorem 3.1] Let T ∈ BR(X,Y) be a single valued bijective and assume that R ∈ BR(Z,W) is
bijective with R(0) closed.

(i) If S is closable, then RST is closable and RST = RST.

(ii) If R is bounded single valued bijective, then S is closable if, and only if, RST is closable and RST = RST.

Corollary 2.7. [4, Corollary 2.4.] Let D a linear subspace of a space X with dim(D) < ∞. Let {xn} in X be a
sequence such that {QDxn} is a convergent sequence, then {xn} has a convergent subsequence.

Theorem 2.8. Let X be Banach space, then BX(0, 1) is compact if, and only if, X has a finite dimension.

Theorem 2.9. [1, Theorem 2.2] Let S,T ∈ CR(X). Then,

(i) T ∈ Φ+(X) if, and only if, QTT ∈ Φ+(X). In such case i(T) = i(QTT).

(ii) If S,T ∈ Φ+(X), then ST ∈ Φ+(X) and TS ∈ Φ+(X).

(iii) If S and T are everywhere defined and TS ∈ Φ+(X), then S ∈ Φ+(X).

Lemma 2.10. [13, Corollary V.15.7] Let T ∈ CR(X,Y) closed. Then, for any linear operator S satisfying D(S) ⊃
D(T) and ∥S∥ < γ(T) we have

i(T + S) = i(T).

Lemma 2.11. (i) ([13, Lemma V.7.8]) Let T ∈ LR(X,Y) if dimT(0) < ∞, then
S + T − T ∈ Φ+(X,Y) if, and only if, S ∈ Φ+(X). (ii) ([13, Lemma VII.1.4]) Let S ∈ LR(X,Y) satisfyD(F) ⊃ D(T)
and dimT(0) < ∞. Then, T + S ∈ Φ(X,Y) if, and only if, T ∈ Φ(X,Y).

Lemma 2.12. [14, Corollary 3.2] Let S,T ∈ LR(X). Suppose thatD(S) = X and T,S have finite indices. Then, ST
has a finite index and i(ST) = i(S) + i(T) − dim(T(0) ∩ S−1(0)).

Theorem 2.13. [13, Theorem V.10.3] Let T ∈ LR(X). Then, the following are equivalent:

(i) T ∈ Φ+(X).

(ii) There exists A ∈ BR(X) and a finite rank projection K such that AT = I − K.

Below, we introduce some definitions on Fredholm perturbations:
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Definition 2.14. [7, Definition 2.1] Let S ∈ LR(X,Y) be continuous.

(i) S is called a Fredholm perturbation if T+S ∈ Φ(X,Y) whenever T ∈ Φ(X,Y) with dim(S(0)) < ∞ and S(0) ⊂ T(0).

(ii) S is called an upper semi-Fredholm perturbation if T+S ∈ Φ+(X,Y) whenever T ∈ Φ+(X,Y) with dim(S(0)) < ∞
and S(0) ⊂ T(0).

We denote by P(X) the set of Fredholm perturbations, P+(X) the set of upper semi-Fredholm perturbations
and P−(X) the set of lower semi-Fredholm perturbations.

Proposition 2.15. [7, Proposition 2.2] Let T ∈ LR(X,Y) be closed and S ∈ LR(X,Y) be continuous. We have

(i) If T ∈ Φ+(X,Y) and S ∈ P+(X,Y), then T + S ∈ Φ+(X,Y) and i(T + S) = i(T).

(ii) If T ∈ Φ−(X,Y) and S ∈ P−(X,Y), then T + S ∈ Φ−(X,Y) and i(T + S) = i(T).

(iii) If T ∈ Φ(X,Y) and S ∈ P(X,Y), then T + S ∈ Φ(X,Y) and i(T + S) = i(T).

3. Demicompact and Fredholm linear relation

In the first part of this section, we introduce a Theorem which shows the connection between a linear
relation demicompact and its selection. Just below, we recall the following definition.

Definition 3.1. [13, Definition I.5.1] Let T ∈ LR(X). A linear operator S is called a selection of T if

T = S + T − T and D(T) = D(S).

If S is a selection of T, then we have ∀x ∈ D(T)

Tx = Sx + T(0).

Theorem 3.2. Let S be selection of T ∈ LR(X) and dim(T(0)) < ∞. Then, T is a demicompact linear relation if, and
only if, S is a demicompact operator.

Proof. Let T be a demicompact linear relation by using Theorem 3.3, we get I − T ∈ Φ+(X). Since I − S is
selection of I − T with dim(T(0)) < ∞, then by Lemma 2.11 we obtain I − S ∈ Φ+(X). From Theorem 2.13, it
follows that there exists A ∈ BR(X) and a finite rank projection K such that A(I − S) = I − K. Let {xn} be a
bounded sequence ofD(S) such as (I − S)xn −→ y, then

A(I − S)xn −→ Ay.

We conclude that
(I − K)xn −→ Ay.

Since K is compact, then (Kxn)n has a convergent subsequence and so {xn}has also a convergent subsequence.
Conversely, let S be a demicompact operator, then by using Theorem 3.3, we get I − S ∈ Φ+(X). Since I − S
is a selection of I−T with dim(T(0)) < ∞, then by Lemma 2.11 we obtain I−T ∈ Φ+(X). From Theorem 2.13,
it follows that there exists A ∈ BR(X) and a finite rank projection K such as A(I − T) = I − K. Let {xn} be a
bounded sequence ofD(T) such as QT(I − T)xn −→ y. Since QA(I−T)AQ−1

T is a bounded operator, then

QA(I−T)AQ−1
T QT(I − T)xn −→ QA(I−T)AQ−1

T y.

Since T(0) ⊂ D(A) and A is continuous, then by using Lemma 2.2, we obtain QI−KA(I−T)xn −→ QI−KAQ−1
T y.

Equivalently to QK(I − K)xn −→ QKAQ−1
T y. Since K is a compact operator, then {xn} has also a convergent

subsequence.

Theorem 3.3. Let T ∈ CR(X) and µ ∈ C∗. If 1
µT is a demicompact, then µ − T ∈ Φ+(X).
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Proof. Since I − 1
µT ∈ CR(X), then N

(
I − 1

µT
)
= N

(
QT

(
I − 1

µT
))

. Notice that α
(
I − 1

µT
)
< ∞. Indeed, let

BN
(
QT

(
I− 1

µT
))(0, 1) =

{
x ∈ D(T) : QT

(
I −

1
µ

T
)

x = 0 and ∥x∥ = 1
}

and let {xn} be a bounded sequence of BN
(
QT

(
I− 1

µT
))(0, 1), then QT

(
I − 1

µT
)

xn = 0 and ∥xn∥ = 1. Since µT is

demicompact, there exists a subsequence {xφ(n)} of {xn} which converges to x. Since I − 1
µT ∈ CR(X), then

by Lemma 2.5 we get

QT

(
I − 1

µT
)

is closed. Thus, x ∈ D
(
QT

(
I − 1

µT
))

and QT

(
I − 1

µT
)

x = 0.

It follows from the continuity of the norm that ∥x∥ = 1. We obtain that

x ∈ BN
(
QT

(
I− 1

µT
))(0, 1)

implies that BN
(
QT

(
I− 1

µT
))(0, 1) is compact. Therefore, by using Theorem 2.8 we get α

(
QT

(
I − 1

µT
))
< ∞. By

using Proposition 2.3 (i), we conclude that

α

(
I −

1
µ

T
)
< ∞.

We will check that R
(
I − 1

µT
)

is closed. Indeed, applying [23, Proposition II.5.3], there exists a closed

subspace X0 of X such that X = N
(
QT

(
I − 1

µT
))
⊕ X0. Then,

D(T) = N
(
QT

(
I −

1
µ

T
))
⊕W with W = D(T) ∩ X0.

Since QTT is closed, then (D(T), ∥ · ∥QTT) is a Banach space. Since ∥x∥QTT = ∥x∥+ ∥QTTx∥ = ∥x∥+ ∥Tx∥ = ∥x∥T,
then (D(T), ∥·∥T) is a Banach space. Since W is a closed subspace ofD(T), then (W, ∥·∥T) is a Banach space. We
suppose that R

(
QT

(
I − 1

µT
))

is not closed. By [23, Theorem 3.12.], it suffices to prove that there is a constant
λ > 0 such as for every x ∈ W, ∥Tx∥ ≥ λ∥x∥T. If not, there exists a sequence {xn} of W such as ∥xn∥T = 1 and∥∥∥∥QT

(
I − 1

µT
)

xn

∥∥∥∥ −→ 0. Since 1
µT is demicompact, there exists a subsequence {xφ(n)} which converges to x.

Moreover, QT

(
I − 1

µT
)

is closed, then QT

(
I − 1

µT
)

xφ(n) −→ QT

(
I − 1

µT
)

x, thus QT

(
I − 1

µT
)

x = 0.

Accordingly, we have x ∈ N
(
QT

(
I − 1

µT
))
∩ W =

{
0
}
. Hence x = 0 which contradicts the continuity of

the norm. Therefore, R
(
QT

(
I − 1

µT
))

is closed. Since I − 1
µT is closed, then by Proposition 2.3 (ii), we get

R
(
I − 1

µT
)

is closed.

Theorem 3.4. Let T ∈ CR(X) and dimT(0) < ∞. If 1
µT is demicompact for each µ ∈ [1,+∞[, then µ − T ∈ Φ(X).

Proof. Let S be a selection of T. Since 1
µT is demicompact for each µ ∈ [1,+∞[, then by Theorem 3.3 we get

µ − T ∈ Φ+(X). By using Lemma 2.11 (i) and Theorem 3.2, we get µ − S ∈ Φ(X).
We shall prove that the map

φ : [1,+∞[ −→ Z
µ −→ i(µ − S)

is continuous in µ. Let µ, µ0 ∈ [1,+∞[ arbitrary but fixed such as |µ − µ0| < γ(µ − S). By using Lemma 2.10,
we have

i(µ − S) = i(µ − S − µ + µ0) = i(µ0 − S).
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Let ε > 0 there exists δ := γ(µ − S) such as, if µ, µ0 ∈ [1,+∞[ with |µ − µ0| < δ, then |i(µ − S) − i(µ0 − S)| =
|0| = 0 < ε. So, that φ(µ) is continuous. Now, we know that every continuous mapping of a connected inZ
is constant.

If µ −→ +∞, then i
((

I − 1
µS

)
µ
)
= i

(
I − 1

µS
)
= i(I) = 0. Showing that

i(µ − S) = 0 for each µ ∈ [1,+∞[. We conclude that α(µ − S) = β(µ − S) < ∞, then µ − S is a Fredholm linear
operator. Now, by Lemma 2.11 we conclude that µ − T ∈ Φ(X).

Theorem 3.5. Let T ∈ BR(X), λ0 ∈ [1,+∞[ and λ ∈ C such that λ , λ0 with T(0) = N(λ0−T) and dim(T(0)) < ∞.
If 1

λ0
T is a demicompact linear relation, then λ − T is Fredholm linear relation.

Proof. If 1
λ0

T is a demicompact linear relation, then for every bounded sequence {xn} in D(T) such that

QT

(
I − 1

λ0
T
)

xn → y ∈ X/
(
I − 1

λ0
T
)
, there is a convergent subsequence of {QTxn}. We claim that − 1

λ0

(
λ −

λ0

) (
I − 1

λ0
T
)−1

is demicompact. Indeed, let {xn} be a bounded sequence ofD(T) such that

Q
1
λ0

(
λ−λ0

)(
I− 1

λ0
T
)−1

(
I +

1
λ0

(
λ − λ0

) (
I −

1
λ0

T
)−1)

xn → y0.

Since 1
λ0

(
λ − λ0

) (
I − 1

λ0
T
)−1

(0) =
(
λ − λ0

)
(λ0 − T)−1(0) =

(
λ − λ0

)
T(0) = T(0), then

QT

(
I +

1
λ0

(
λ − λ0

) (
I −

1
λ0

T
)−1)

xn → y0.

In fact,

QT

(
I +

1
λ0

(
λ − λ0

) (
I −

1
λ0

T
)−1)

xn = QTxn +QT
1
λ0

(
λ − λ0

) (
I −

1
λ0

T
)−1

xn.

Since QT

(
I − 1

λ0
T
)

Q−1
T is bounded linear relation, then

QT

(
I −

1
λ0

T
)

Q−1
T

(
QTxn +QT

1
λ0

(
λ − λ0

) (
I −

1
λ0

T
)−1

xn

)
→ QT

(
I −

1
λ0

T
)

Q−1
T y0.

By using Lemma 2.1 (iv) and Proposition 2.4 (ii), we obtain

QT

(
I − 1

λ0
T
)

Q−1
T

(
QTxn +QT

1
λ0

(
λ − λ0

) (
I − 1

λ0
T
)−1

xn

)
= QT

(
I −

1
λ0

T
)

Q−1
T QTxn +QT

(
I −

1
λ0

T
)

Q−1
T

1
λ0

(
λ − λ0

)
QT

(
I −

1
λ0

T
)−1

xn,

= QT

[(
I −

1
λ0

T
)(

xn +Q−1
T (0)

)]
+

1
λ0

(
λ − λ0

)
QT

(
I −

1
λ0

T
)

Q−1
T QT

(
I −

1
λ0

T
)−1

xn,

= QT

[(
I −

1
λ0

T
)(

xn + T(0)
)]

+
1
λ0

(
λ − λ0

)
QT

[(
I −

1
λ0

T
) (

I −
1
λ0

T
)−1 (

xn +Q−1
T (0)

)]
,

= QT

(
I −

1
λ0

T
)

xn +
1
λ0

(
λ − λ0

)
QT

(
xn +

(
I −

1
λ0

T
)

(0)
)
,

= QT

(
I −

1
λ0

T
)

xn +
1
λ0

(
λ − λ0

)
QTxn.
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Since QT

(
I − 1

λ0
T
)

xn → y, then 1
λ0

(
λ − λ0

)
QTxn −→ QT

(
I − 1

λ0
T
)

Q−1
T y0 − y. We obtain that, QTxn −→

λ0

(
λ−λ0

)−1 (
QT

(
I − 1

λ0
T
)

Q−1
T y0 − y

)
. It follows, from Corollary 2.7, that {xn} has a convergent subsequence,

then − 1
λ0

(
λ − λ0

) (
I − 1

λ0
T
)−1

is demicompact. Hence,

λ − T = λ0

(
I −

1
λ0

T
) (

I +
1
λ0

(
λ − λ0

) (
I −

1
λ0

T
)−1)

.

Since 1
λ0

T and − 1
λ0

(
λ − λ0

) (
I − 1

λ0
T
)−1

are demicompact, then by Theorem 3.3 we get I − 1
λ0

T ∈ Φ(X) and(
I + 1

λ0

(
λ − λ0

) (
I − 1

λ0
T
)−1

)
∈ Φ(X), then by Theorem 2.9 we have λ − T ∈ Φ(X).

4. Polynomially demicompact linear relation

It was shown in [1] that a polynomially compact linear relation T, element of

P(X) :=

T ∈ LR(X) :
there exists a nonzero complex polynomial

P(z) =
∑p

r=0 arzr satisfying P(QT) , 0,
P(QT) − a0 , 0 and P(QTT) ∈ K (X)

 ,
is demicompact. In this section, we show that this result remains valid for a broader class of polynomially
demicompact operators on X. To this end we let PDC(X) be the set defined by

PDC(X) :=

T ∈ LR(X) :
there exists a nonzero complex polynomial

P(z) =
∑p

r=0 arzr satisfying P(QT) , 0,
P(QT) − a0 , 0 and QTT

P(QT) is demicompact

 .
We note that PDC(X) contains the set P(X).

Theorem 4.1. Let T ∈ PDC(X). If QT(I − T) commutes with QT, then T ∈ Φ+(X).

Proof. Since QT(I − T) commutes with QT, Newton’s binomial formula allows us to write the following
relation

(QTT) j = Q j
T +

j∑
i=1

(−1)iCi
jQ

j−i
T

(
QT(I − T)

)i
.

We may write P(QTT) in another manner

P(QTT) = P(QT) +
p∑

j=1

a j

 j∑
i=1

(−1)iCi
jQ

j−i
T

(
QT(I − T)

)i
 . (1)

To this end we let T ∈ PDC(X), we shall prove that I − T is an upper semi-Fredholm multivalued linear
operator. Hence, N(QT(I − T)) ⊂ N

(
I − P(QTT)

P(QT)

)
.

Since P(QTT)
P(QT) is demicompact, we deduce that α

(
I − P(QTT)

P(QT)

)
< ∞ and as consequence, α(QT(I − T)) < ∞. We

will check that R (I − T). Indeed, applying [23, Proposition II.5.3], there exist a closed subspace X0 of X such
that X = N

(
QT

(
I − 1

µT
))
⊕ X0. Then,

D(T) = N
(
QT

(
I −

1
µ

T
))
⊕W with W = D(T) ∩ X0.
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Since QTT is closed, then (D(QTT), ∥ · ∥QTT) is a Banach space. Since W is a closed subspace of D(T), then
(W, ∥ · ∥QTT) is a Banach space. We suppose thatR(QT (I − T)) is not closed. By [23, Theorem 3.12.], it suffices
to prove that there is a constant λ > 0 such that for every x ∈W, ∥Tx∥ ≥ λ∥x∥T. If not, there exists a sequence
{xn} of W such that ∥xn∥T = 1 and QT (I − T) xn −→ 0. This together with (1) leads

to
(
P(QTT)xn − P(QT)xn

)
n
→ 0. Since P(QT) , 0, then

(
I − P(QTT)

P(QT)

)
xn → 0.

Using the demicompactness of P(QTT)
P(QT) , we deduce that (xn)n has a converging subsequence to an element x in

X0, verifying ∥x∥ = 1. Moreover, QT (I − T) is closed, then QT (I − T) xφ(n) −→ QT (I − T) x, thus QT (I − T) x =
0. Therefore,

x ∈ N(QT (I − T)) ∩W =
{
0
}
.

Hence x = 0 which contradicts the continuity of the norm. Which implies that R(QT (I − T)) is closed. Since
I − T is closed, then by Proposition 2.3 (ii), we get R (I − T) is closed.

5. Demicompactness results for multivalued 2 × 2 matrices linear operatorL

In this section, we consider the following 2 × 2 block matrices multivalued linear operator of the form

L =

(
A B
C D

)
,

where the linear relation A acts on X and has the domainD(A), D is defined onD(D) and acts on the Banach
space X, and the intertwining B (resp. C) is defined on the domain D(B) (resp. D(C)) and acts on X (resp.
on X).

Lemma 5.1. Let A and B are two demicompact linear relations, then

(i) The matrix linear relation T =
(

A 0
0 B

)
is demicompact.

(ii) If C(0) ⊂ A(0) and QAC is bounded, then the matrix linear relation MC =(
A C
0 B

)
is demicompact.

Proof. (i) Let
{(

xn, yn

)}
bounded sequence inD (T ) = D(A) ×D(B) such that:

QI−T (I − T )
(

xn
yn

) (
xn
yn

)
−→

(
x
y

)
.

The latter is equivalent to
(

QA(I − A) 0
0 QB(I − B)

) (
xn
yn

)
−→

(
x
y

)
. It

follows that
(

QA(I − A)xn
QB(I − B)yn

)
−→

(
x
y

)
. Since A is demicompact, then

QAxn has a convergent subsequence we denote by QAxϱ(n). On the other hand,

QB(I − B)yn −→ y, then QB(I − B)yϱ(n) −→ y. Hence B is demicompact, then QBxϱ(n) has a convergent

subsequence we denote by QBxψ(ϱ(n)). We obtain that, QT

(
xn
yn

)
has a convergent subsequence.
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(ii) Let
{(

xn, yn

)}
bounded sequence inD (MC) such that:

QI−MC (I −MC)
(

xn
yn

)
−→

(
x
y

)
.

Since MC

(
0
0

)
=

(
A(0)
B(0)

)
, then

(
QA(I − A)xn −QACyn

QB(I − B)yn

)
−→

(
x
y

)
.

We conclude that QB(I − B)yn is convergent. This together with the demicompact of B show that (yn)n has a
convergent subsequence. Since QAC is a bounded operator and A is demicompact, we infer that (xn)n has a
convergent subsequence, which proves the demicompact of MC.

5.1. Some results for multivalued 2 × 2 matrices linear operator

This subsection based on the Frobenuis-Schur factorization associated to this kind of matrix multivalued
linear operatorL on the product of Banach spaces X ×Y. We will first collect some hypotheses, introduced
in [1], which we will need in the sequel.

(H1) The linear relation A is continuous,D(A) is closed, and dim(A(0)) < ∞.

(H2) The linear relation C is closable which satisfiesD(A) ⊂ D(C). Then, for

µ ∈ ρ(A) the linear relation F(µ) = C(A − µI)−1 is bounded.

(H3) The linear relation B is closable andD(B) = Y. Then, for µ ∈ ρ(A) the

the linear relation (A − µI)−1B is closable. Then, for µ ∈ ρ(A) the linear

relation E(µ) = (A − µI)−1B is bounded.

(H4) The linear relation D is bounded and D(0) ⊂ C(A − µI)−1B(0) ⊂ C(0).

Then, for µ ∈ ρ(A), the linear relation M(µ) = D − C(A − µI)−1B is

closable.

It is always assumed that the entries of this matrix satisfy the following conditions, introduced in [7].

(H5) Z(µ) is a continuous selection of F(µ).

(H6) W(µ) is a continuous selection of E(µ).

(H7) For some µ ∈ ρ(A),D(K) contains the ranges of both(
I W(µ)
0 I

)
and

(
0 E(µ) − E(µ)
0 0

)
.

We recall the following result established by [7] which describes the closure of the multivalued linear
operator L0.

Theorem 5.2. [7, Theorem 4.5] Let µ ∈ ρ(A). We suppose that the conditions (H1)-(H7) are satisfied, then for
λ ∈ C we have:

λI − L = HV(λ)J − (λ − µ)I(µ) +J(µ), (2)

where H and J are the lower- and upper-triangular linear relations matrices defined by:

H =
(

I 0
Z(µ) I

)
, J =

(
I W(µ)
0 I

)
,
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V(λ) is the diagonal multivalued linear relation matrix

V(λ) =
(
λI − A 0

0 λI −M(µ)

)
with

I(µ) =
(

0 W(µ)
Z(µ) Z(µ)W(µ)

)
,

J(µ) =
(

A − A B − B
(F(µ) − F(µ))(µI − A) + Z(µ)(A − A) (F(µ) − F(µ))B + Z(µ)(B − B)

)
.

To find the demicompact of a matrix relation it is necessary to go through the Frobenius-Schur decom-
position but in our work the definition of demicompact attached with the quotient operator. For this reason,
we seek in the Theorem following the relationship of the factorization of Frobenius-Schur with its quotient
operator.

Theorem 5.3. Let L be the multivalued matrices linear operator defined in (2) satisfies (H1) − (H7). Suppose that
there is µ , 0 such

that 1
µ ∈ ρ(A). If B(0) ⊂ A(0) ⊂ N

(
F
(

1
µ

))
, then

QL
(
I − µL

)
= QL

(
H1V

(
1
µ

)
J1

)
,

where H1 and J1 are the lower- and upper-triangular linear relations matrices defined by:

H1 =

 I 0
Z
(

1
µ

)
I

 , J1 =

 I W
(

1
µ

)
0 I

 ,
V(λ) is the diagonal multivalued linear relation matrix

V
( 1
µ

)
=

 I − µA 0

0 I − µM
(

1
µ

) 
with I

(
1
µ

)
=

 0 W
(

1
µ

)
Z
(

1
µ

)
Z
(

1
µ

)
W

(
1
µ

)  .
Proof. Recalling the factorization (2), one has I − µL = H1V

(
1
µ

)
J1 +J

(
1
µ

)
with

J

( 1
µ

)
=

 A − A B − B
F (µ)

(
1
µ − A

)
+ Z

(
1
µ

)
(A − A) F (µ)B + Z

(
1
µ

)
(B − B)


where F (µ) = F

(
1
µ

)
− F

(
1
µ

)
. Then,

QL
(
I − µL

)
= QL

(
H1V

( 1
µ

)
J1 +J

( 1
µ

))
= QL

(
H1V

( 1
µ

)
J1

)
+QL

(
J

( 1
µ

))
.

Since L
(

0
0

)
=

(
A(0)
C(0)

)
, we can write the following relation

QL
(
J

(
1
µ

))
=

 QA(A − A) QA(B − B)
QC

(
F (µ)

(
1
µ − A

)
+ Z

(
1
µ

)
(A − A)

)
QC

(
F (µ)B + Z

(
1
µ

)
(B − B)

) . Let (x, y) ∈ D(L), then

QA(B − B)y = QAB(0) ⊂ QAA(0) = 0 (3)
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Moreover, by making some simple calculations,

QC

(
F (µ)

( 1
µ
− A

)
+ Z

( 1
µ

)
(A − A)

)
x = QC

(
F (µ)

( 1
µ
− A

))
x

+QC

(
Z
( 1
µ

)
(A − A)

)
x.

Since A(0) ⊂ N
(
F
(

1
µ

))
, then by Proposition 2.4 (iii) we get

QC

(
F (µ)

( 1
µ
− A

))
x = QC

(
F
( 1
µ

)( 1
µ
− A

)
− F

( 1
µ

)( 1
µ
− A

))
x.

Let 1
µ ∈ ρ(A), then F

(
1
µ

)(
1
µ − A

)
= C. We obtain that

QC

(
F (µ)

( 1
µ
− A

))
x = QC

((
F
( 1
µ

)( 1
µ
− A

)) (
0
)
= QCC

(
0
)
= 0. (4)

Since F (µ) is bounded, then by Proposition 2.4 (ii) we obtain

QC

(
F (µ)(A − A)

)
x = QC

(
F (µ)(

1
µ
− A −

1
µ
+ A)

)
x

= QC

(
F (µ)

( 1
µ
− A

)
− F (µ)

( 1
µ
− A

))
x

= QC

(
F (µ)

( 1
µ
− A

))
(0) = 0.

We can prove that

QC

(
Z
( 1
µ

)
(A − A)

)
x = QC

(
Z
( 1
µ

)
(A − A)

)
x +QC

(
F (µ)(A − A)

)
x.

Since Z
(

1
µ

)
is selection of F

(
1
µ

)
and A(0) ⊂ N

(
F
(

1
µ

))
⊂ N(F (µ)), then by Proposition 2.4 (iii) we get

QC

(
Z
( 1
µ

)
(A − A)

)
x = QC

(
F
( 1
µ

)
(A − A)

)
x = 0. (5)

Hence B(0) ⊂ N
(
F
(

1
µ

))
, then by Proposition 2.4 (iii) we get

QC
(
F (µ)B

)
y = QC

(
F
( 1
µ

)
B
) (

0
)
.

Using the fact that F
(

1
µ

)
B(0) ⊂ C(0), we conclude that

QC
(
F (µ)B

)
y = 0. (6)

Now, notice that QC
(
F (µ)(B − B)

)
y = QC

(
F (µ)B(0)

)
. Therefore,

QC
(
F (µ)(B − B)

)
y = 0. (7)

By using Eq. (7) we have

QC

(
Z
( 1
µ

)
(B − B)

)
y = QC

(
Z
( 1
µ

)
(B − B)

)
y +QC

(
F (µ)(B − B)

)
y

= QC

((
Z
( 1
µ

)
+ F (µ)

)
(B − B)

)
y.
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Since Z
(

1
µ

)
is a selection of F

(
1
µ

)
, then

QC

(
Z
( 1
µ

)
(B − B)

)
y = QC

(
F
( 1
µ

)
(B − B)

)
y = QC

(
F
( 1
µ

)
B(0)

)
.

We deduce that

QC

(
Z
( 1
µ

)
(B − B)

)
y = 0. (8)

By applying Eqs. (3) − (6) and (8), we get

QL

(
J

( 1
µ

))
=

(
0 0
0 0

)
. (9)

Theorem 5.4. Let L be the multivalued matrices linear operator defined in (2) satisfies (H1) − (H7). Suppose that
there is µ , 0 such

that 1
µ ∈ ρ(A) and B(0) ⊂ A(0) ⊂ N

(
F
(

1
µ

))
with QA

(
(I − µA)W

(
1
µ

))
is

bounded. If the linear relations µA and µM( 1
µ ) are demicompact, then the linear relation µL is a demicompact.

Proof. Let
(

xn
yn

)
n
∈ D(L) be a bounded sequence such that

QL
(
I − µL

) ( xn
yn

)
→

(
x0
y0

)
.

Recalling the factorization in Theaorem 5.3, one has

QL
(
I − µL

) ( xn
yn

)
= QL

(
H1V

( 1
µ

)
J1

) (
xn
yn

)
→

(
x0
y0

)
.

Since H1 is bounded with V
(

1
µ

)
J1

(
0
0

)
= V

(
1
µ

) ( 0
0

)
, then by using Lemma 2.2 we get

QL

(
H1V

( 1
µ

)
J1

)
= QLH1Q−1

V( 1
µ )J1

QV( 1
µ )J1

V
( 1
µ

)
J1. (10)

We claim that
(
QLH1Q−1

V( 1
µ )J1

)−1
is operator. Indeed,

(
QLH1Q−1

V( 1
µ )J1

)−1
= QV( 1

µ )J1
H−1

1 Q−1
L
.

Furthermore,

QV( 1
µ )J1

H−1
1 Q−1

L

(
0
0

)
= QV( 1

µ )H
−1
1 L

(
0
0

)
= QV( 1

µ )

 A(0)
Z
(

1
µ

)
A(0) + C(0)

 .
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Since,

Z
( 1
µ

)
A(0) + C(0) = Z

( 1
µ

)
A(0) + F (µ)A(0)

=

(
Z
( 1
µ

)
+ F (µ)

)
A(0)

= F (µ)A(0) = C(0).

Therefore, QV( 1
µ )J1

 A(0)
Z
(

1
µ

)
A(0) + C(0)

 = (
QAA(0)
QCC(0)

)
. It is obvious that,

QV( 1
µ )J1

H−1
1 Q−1

L

(
0
0

)
=

(
0
0

)
.

Obviously, QV( 1
µ )J1

, H−1
1 and Q−1

L
be three bounded, then QV( 1

µ )J1
H−1

1 Q−1
L

is bounded operator. We claim that

(
QLH1Q−1

V( 1
µ )J1

)−1(
QLH1Q−1

V( 1
µ )J1

)
QV( 1

µ )J1
V
( 1
µ

)
J1

(
xn
yn

)
→

(
QLH1Q−1

V( 1
µ )J1

)−1
(

x0
y0

)
.

It follows that(
QLH1Q−1

V( 1
µ )J1

)−1(
QLH1Q−1

V( 1
µ )J1

)
QV( 1

µ )J1
V
(

1
µ

)
J1

(
xn
yn

)
= QV( 1

µ )J1
V
( 1
µ

)
J1

(
xn
yn

)
+

(
QLH1Q−1

V( 1
µ )J1

)−1
(

0
0

)
.

This implies that (
QLH1Q−1

V( 1
µ )J1

)−1
QL

(
I − µL

) ( xn
yn

)
= QV( 1

µ )J1
V
( 1
µ

)
J1

(
xn
yn

)
.

Moreover, by making some simple calculations, we may show that V
(

1
µ

) ( 0
0

)
=

(
A(0)
C(0)

)
. Hence, V

(
1
µ

)
J1 =

V
(

1
µ

)
=

 I − µA 0

0 I − µM
(

1
µ

) 
 I W

(
1
µ

)
0 I

.

By [7, Lemma 3.1], we get V
(

1
µ

)
J1 =

 I − µA (I − µA)W
(

1
µ

)
0 I − µM

(
1
µ

) . Then, the use of Lemma [9, Lemma 2.3]

allows us to conclude that

QV( 1
µ )V

( 1
µ

)
J1 =


QA(I − µA) QA

(
(I − µA)W

(
1
µ

))
0 QC

(
I − µM

(
1
µ

))
 .

Therefore,

QV( 1
µ )V

( 1
µ

)
J1

(
xn
yn

)
=


QA(I − µA) QA

(
(I − µA)W

(
1
µ

))
0 QC

(
I − µM

(
1
µ

))

(

xn
yn

)

=


QA(I − µA)xn +QA

(
(I − µA)W

(
1
µ

))
yn

QC

(
I − µM

(
1
µ

))
yn

 .
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We conclude that QC

(
I − µM

(
1
µ

))
yn is convergent. This together with the demicompact of µM

(
1
µ

)
show

that (yn)n has a convergent subsequence. Since

QA

(
(I − µA)W

(
1
µ

))
is bounded linear relation and µA is demicompact, we infer that (xn)n has a convergent

subsequence, which proves the demicompact of µL.

Theorem 5.5. Let L0 be the multivalued matrices linear operator defined in (2) and let L be its closure. Suppose
that for a certain µ ∈ ρ(A), there is λ ∈ C\{0}

such that QCZ(µ) ∈ K (X) and B(0) ⊂ A(0) ⊂ N
(
F
(

1
µ

))
with QA

(
(I − µA)W

(
1
µ

))
is bounded. If λA and λS(µ) are demicompact, then λL ∈ DC(X × X).

Proof. Take the following bounded sequence
(

xn
yn

)
n
∈ D(L) such that

Q(I−λL)(I − λL)
(

xn
yn

)
→

(
x0
y0

)
.

Recalling the factorization in Theorem (5.2), one has

1
λ

I − L = HV
( 1
λ

)
J −

( 1
λ
− µ

)
I(µ) +J(µ),

From Eq. (9), it follows that QL (I − λL) = QL (HV(λ)J) − (1 − λµ)QLI(µ). Since QLHQ−1
V(λ) is bounded

operator inverse and by Eq. (10), we get(
QLHQ−1

V(λ)

)−1
QL

(
I − µL

)
= QV(λ)V(λ)J − (1 − λµ)

(
QLHQ−1

V(λ)

)−1
QLI(µ)

= QV(λ)V(λ)J − (1 − λµ)QV(λ)H−1Q−1
L

QLI(µ)

= QV(λ)V(λ)J − (1 − λµ)QV(λ)H−1
[
I(µ) +Q−1

L
(0)

]
= QV(λ)V(λ)J − (1 − λµ)QV(λ)H−1

I(µ) + (1 − λµ)QV(λ)H−1
L(0)

Since, H−1
L(0) =

(
A(0)

Z(µ)A(0) + C(0)

)
=

(
A(0)
C(0)

)
= V(λ)(0), then

(1 − λµ)QV(λ)H−1
L(0) = 0.

Consequently, (
QLHQ−1

V(λ)

)−1
QL

(
I − µL

)
= QV(λ)

[
V(λ)J − (1 − λµ)H−1

I(µ)
]
.

By using [7, Lemma 3.1], we get

H−1
I(µ) =

(
0 W(µ)

Z(µ) 0

)
and V(λ)J =

(
I − λA (I − λ)AW(µ)

0 I − λM(µ)

)
.

It is easy to conclude that

(
QLHQ−1

V(λ)

)−1
QL

(
I − µL

)
=

(
QA(I − λA) (QA(I − λA) − (1 − λµ)QA)W(µ)

(1 − λµ)QCZ(µ) QC(I − λM(µ))

)
.
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Moreover, by making some simple calculations, we may show that(
QA(I − λA)xn + (QA(I − λA) − (1 − λµ)QA)W(µ)yn

(1 − λµ)QCZ(µ)xn +QC(I − λM(µ))yn

)
−→ QV(λ)H−1Q−1

L

(
xn

yn

)
. (11)

Since QCZ(µ) ∈ K (X) and (xn)n is bounded, (I − λµ)QCZ(µ)xn has a convergent subsequence. Hence, from the second
equation of system (11), we infer that QC(I − λM(µ))yn has a convergent subsequence. Using the demicompactness of
λM(µ), we deduce that there exists a convergent subsequence of (yn)n. Now, since QA(I − λA)W(µ) − (1 − λµ)QAW(µ)
is bounded, we conclude from the first equation of system (11) that (I − λA)xn has a convergent subsequence. This
together with the fact that λA is demicompact allows us to conclude that (xn)n has a convergent subsequence. Therefore,

there exists a subsequence of
(

xn

yn

)
n

which converges onD(L). Thus, λL is demicompact.
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