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Seminorm optimal dual frames for erasures
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Abstract. The main purpose of this paper is to find other measurements for constructing optimal duals
that minimize the reconstruction errors, when erasures occur. Some known results are investigated with
some other measurements. Moreover, we investigate extreme points of the set of all optimal duals for
1-erasure by the seminorms. Furthermore, some examples are provided for clarification.

1. Introduction and preliminaries

Let Hn be an n-dimensional Hilbert space. We denote by B(Hn), the Banach algebra consisting of all
bounded linear operators onHn. A sequence

{
fi
}m
i=1 (m ≥ n) inHn is called a Bessel sequence if there exists

B > 0 such that
m∑

i=1

|⟨ f , fi⟩|2 ≤ B ∥ f ∥2 ( f ∈ H).

The analysis operator θF : Hn → Cm is defined by θF( f ) =
{
⟨ f , fi⟩

}m
i=1, where f ∈ Hn. The adjoint operator of

θF is also given by

θ∗F : Cm
−→ Hn, θ∗F({ci}

m
i=1) :=

m∑
i=1

ci fi

and is called synthesis (or pre-frame) operator, related to
{
fi
}m
i=1.

A sequence F =
{
fi
}m
i=1 inHn is called a frame if there exist constants A,B > 0 such that

A∥ f ∥2 ≤
m∑

i=1

|⟨ f , fi⟩|2 ≤ B∥ f ∥2 ( f ∈ Hn).

The constants A and B are called lower and upper frame bounds, respectively which are not necessarily
unique. The frame operator is defined as

SX : Hn −→ Hn, SX f = θ∗FθF( f ) =
m∑

i=1

⟨ f , fi⟩ fi,
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which is a bounded, positive, and invertible operator; see [5, Lemma 5.1.5]. For more information about
frames, we refer to [3], [4] and [5].

A frame G = {1i}
m
i=1 is called a dual for frame F = { fi}mi=1 if θ∗FθG = IHn , where IHn is the identity operator

onHn. Note that {S−1
F fi}mi=1 is a special dual frame for F, called the canonical dual of F. It is well known [7,

Propositin 6.4] that {1i}
m
i=1 is a dual for { fi}mi=1 if and only if 1i = S−1

F fi + ui (1 ≤ i ≤ m), where {ui}
m
i=1 satisfies

the following condition

m∑
n=1

⟨ f , fi⟩ui = 0. (1)

The equation

f = IHn ( f ) = θ∗FθG( f ) =
m∑

i=1

⟨ f , 1i⟩ fi ( f ∈ Hn),

is called the reconstruction formula for the frame F. However, in application usually, some erasures occur.
Therefore minimizing the maximum error takes an important role. In [9] and [10], the authors considered
this issue, by using the operator norm. In [11], they used spectral radius, and in [2] this subject is investigated
by using numerical radius as a measurement. Note that

ρ(A) ≤ r(A) ≤ ∥A∥ ≤ 2r(A),

where ρ(A) is the spectral radius and r(A) is the numerical radius of A, for all A ∈ B(Hn). To understand
the background of this field, we refer to [6] and [8]. In addition, using several measurements may be useful
for different applications. From this point of view, in this paper we investigate some available results, by
considering general seminorms as the measurement.

Here, we provide some preliminaries and notions that will be used in the further results. Suppose that
Im := {1, ...,m}, and F = { fi}i∈Im is a frame for Hn. If G = {1i}i∈Im is a dual of F and Λ ⊂ Im, then the error
operator EΛ is defined as

EΛ( f ) =
∑
i∈Λ

⟨ f , fi⟩1i = θ
∗

GDθF, ( f ∈ Hn),

where D is k × k diagonal matrix with dii = 1 for i ∈ Λ and 0 otherwise. In [10], the authors defined

dr(F,G) = max{||θ∗GDθF|| : D ∈ Dr},

such that Dr is the set of all k × k diagonal matrices with r 1’s and (m − r) 0’s, in which |Λ| = r. Moreover,
dr(F,G) is the largest possible error when r-erasures occur. Indeed, G is called an optimal dual frame of F
for 1-erasure if

d1(F,G) = min{d1(F,Y) : Y is a dual of F}.

Inductively, for r > 1, a dual frame G is called an optimal dual of F for r-erasures if it is optimal for
(r − 1)-erasures and

dr(F,G) = min{dr(F,Y) : Y is a dual of F}.

Following [10], the rank-one operator x ⊗ y is defined as

(x ⊗ y)(v) = ⟨v, y⟩x (∀v ∈ Hn). (2)

Note that if D ∈ D1 and G = {S−1
F fi + ui}i∈Im such that U = {ui}i∈Im satisfies (1), then for each i ∈ Im we have

∥θ∗GDθF∥ = ∥(S−1
F fi + ui) ⊗ fi∥ = ∥(S−1

F fi + ui)∥∥ fi∥.

Thus, whenever 1-erasure optimal dual frames are considered, we always assume that fi , 0, for all i ∈ Im.
We view U, as a vector in the orthogonal direct sum Hilbert spaceH (m)

n := Hn ⊕ · · · ⊕ Hn (m times).
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In [9] and [10], the authors found conditions that the canonical dual is optimal dual for erasures. They
used the operator norm as a measurement. Afterward, in [11] the authors used spectral radius for finding
optimal dual for erasures. Furthermore, in [2] the numerical radius is applied. It should be noted that both
spectral and numerical radius are seminorms. Therefore in this paper, we investigate the general form of
seminorm, for finding optimal duals for erasures.

Let ρ : B(Hn)→ [0,∞) be an arbitrary seminorm. Define

dr(F,Y) = max{ρ(EΛ) : |Λ| = r} = max{ρ(θ∗YDθF) : D ∈ Dr},

d′1(F,G) = min{d1(F,Y) : Y is a dual of F},

and
d′r(F,G) = min{dr(F,Y) : Y is a dual of F},

We say G is an optimal dual for 1-erasure by the seminorm, (or a ρ-optimal dual for 1-erasure) when
d′1(F,G) = d1(F,G). Moreover, G is a ρ-optimal dual for r-erasures when it is a ρ-optimal dual for (r-1)-
erasures, and d′r(F,G) = dr(F,Y).

By (2), for 1-erasure we have

max{ρ(θ∗GDθF)} = max{ρ((S−1
F fi + ui) ⊗ fi)}.

This paper is organized as follows.
In section 2, the set of all ρ-optimal duals is studied. Mainly, we present the necessary or sufficient

conditions, under which the canonical dual is a (unique) ρ-optimal dual or not. At the end of this section,
the extreme points of the set of all ρ-optimal duals are investigated.

In section 3, we generalize some of the available results about arbitrary duals, for the case where general
seminorms, under some circumstances, are the measurements.

In section 4, we provide some examples to illustrate our results, in the previous sections.

2. Seminorm canonical optimal dual

We denote by
DOFρ = {G; G is a ρ-optimal dual of F for erasures},

the set of all ρ-optimal dual frames for erasures.
We commence our results with a generalization of [10, Lemma 2.1], as follows.

Lemma 2.1. LetHn be a finite dimensional Hilbert space with the dimension n, and F = { fi}mi=1 be a frame inHn, in
which fi , 0 for all i ∈ Im. Then ρ-optimal dual frame for F exists for 1-erasure. Moreover, the set of all ρ-optimal
dual frames of F for r-erasures is a convex, closed and bounded subset ofH (m)

n .

Proof. It is obvious that DOFρ is nonempty. Moreover, the mapping

F(U) = max{ρ(θ∗GDθF)},

is continuous. It follows that DOFρ is closed and bounded. We show that DOFρ is convex. To this end, let

maxρ(F,G1) = maxρ(F,G2) = z,

for ρ-optimal duals G1 and G2. It is easily verified that G = λG1 + (1 − λ)G2 (λ ∈ [0, 1]) is a dual of F.
Furthermore, G is ρ-optimal, because

ρ(θ∗GDθF) = ρ(λθ∗G1
DθF + (1 − λ)θ∗G2

DθF)
≤ ρ(θ∗G1

DθF) + (1 − λ)ρ(θ∗G2
DθF)

= λz + (1 − λ)z = z.
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On the other hand, by the optimality of G1 and G2, we have

z ≤ maxρ(θ∗GDθF).

Therefore
maxρ(θ∗GDθF) = maxρ(F,G1) = maxρ(F,G2).

By using induction, we obtain the next result, immediately.

Corollary 2.2. LetHn be a finite dimensional Hilbert space with the dimension n, and let F = { fi}mi=1 be a frame for
Hn, in which fi , 0 for all i ∈ Im. Then ρ-optimal dual frames for F exist for any r-erasures. Moreover, the set of all
ρ-optimal dual frames of F for r-erasures is a convex, closed and bounded subset ofH (m)

n .

Before proceeding to the next results, we introduce some notions that will be required. Let F = { fi}mi=1 be
a frame forHn, with the frame operator S. Following [9], we have

c = max ∥S−1
F fi∥∥ fi∥, Λ1 = {i ∈ Im; ∥S−1

F fi∥∥ fi∥ = c}, Λ2 = Im −Λ1,

and
H1 = span{ fi}i∈Λ1 ; H2 = span{ fi}i∈Λ2 .

Now suppose that ρ is a seminorm on B(Hn). Let

cρ = maxρ(S−1
F fi ⊗ fi), Λ

ρ
1 = {i ∈ Im;ρ(S−1

F fi ⊗ fi) = c}, Λρ2 = Im −Λ
ρ
1 .

In the next theorem, we generalize [9, Theorem 1.1], for an arbitrary seminorm ρ on B(Hn).

Theorem 2.3. Let Hn be a finite dimensional Hilbert space with the dimension n, and let F = { fi}mi=1 be a frame for
Hn, with the frame operator SF. Suppose that ρ is a seminorm on B(Hn) such that ρ(·) ≤ ∥ · ∥, cρ = c and Λρ1 ⊆ Λ1.
If the canonical dual is the unique ρ-optimal dual, then H1 ∩H2 = {0} and { fi}i∈Λρ2 is linearly independent.

Proof. Let { fi}i∈Λρ2 be linearly dependent. Thus there exists ui(i ∈ Λ
ρ
2 ,not all zero) in H2 such that∑

i∈Λρ2

⟨ f , fi⟩ui = 0, ( f ∈ H).

Suppose that ui = 0, for all i ∈ Λρ1 and U := {ui}i∈Im . Consequently, θ∗tUθF = 0, for any scalar t. It follows that
{S−1

F fi + tui}i∈Im is a dual of F. For each i ∈ Λρ1 , we have

ρ(S−1
F fi + tui ⊗ fi) = ρ(S−1

F fi ⊗ fi) = cρ.

There exists t > 0, small enough such that ρ(S−1
F fi + tui ⊗ fi) < cρ. Indeed, for any i ∈ Λρ2 define

fi : R −→ R (3)
fi(t) = ρ(S−1

F fi + tui ⊗ fi)

fi(0) = ρ(S−1
F fi ⊗ fi) < cρ.

Since fi (i ∈ Λρ2), is continuous, there exists δi > 0 such that (−δi, δi) ⊆ f−1
i ((−∞, c)). It follows that fi(t) < cρ

(i ∈ Λρ2). Now for all t ∈ ∩i∈Λρ2
(−δi, δi), we have

ρ(S−1
F fi + tui ⊗ fi) < cρ.
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Thus {S−1
F fi + tui}i∈Im is ρ-optimal, which is a contradiction. Now assume that H1 ∩H2 , {0}. There exists a

nonzero element x ∈ H1 ∩H2 such that

x =
∑
i∈Λρ1

ci fi =
∑
i∈Λρ2

ci fi.

Since H1 = span{ fi}i∈Λρ1 , thus there exist a linear independent set { fil }
j
l=1, (il ∈ Λ

ρ
1) and also nonzero constants

{cil }
j
l=1 such that

l∑
j=1

ci j fi j +
∑
i∈Λρ2

ci fi = 0.

Moreover, since { fil }
j
l=1 ((il) ∈ Λ

ρ
1) is linearly independent, there exists also h ∈ Hn such that ⟨S−1(ci j fi j ), h⟩ < 0,

based on Proof of [1, Proposition 2.2]. Suppose that Ω = {il}
j
l=1 ∪ Λ

ρ
2 and ui = 0, for i < Ω. Let ui = cih, for

i ∈ Ω and U := {ui}
m
i=1. Then by some simple calculations we obtain θ∗UθF = 0. By the same way as (3), one

can find t > 0, small enough such that for any i ∈ Λρ2 , ρ((S−1
F fi + tui) ⊗ fi) < cρ. For each i ∈ Λρ1 − {il}

j
l=1, we

have
ρ((S−1

F fi + tui) ⊗ fi) = ρ((S−1
F fi) ⊗ fi) = cρ.

Again, there exists t > 0 small enough such that for all i ∈ {il}
j
l=1,

(ρ((S−1
F fi + tui) ⊗ fi))2

≤ ∥(S−1
F fi + tui)∥2∥ fi∥2

= (∥S−1
F fi∥∥ fi∥)2 +

(
t2
∥ui∥

2 + 2t⟨S−1
F fi,ui⟩

)
∥ fi∥2

= c2 +
(
t2
∥ui∥

2 + 2t⟨S−1
F fi,ui⟩

)
∥ fi∥2

< c2 = (cρ)2.

Therefore ρ((S−1
F fi + tui) ⊗ fi) ≤ cρ, for all i ∈ Im and so the claim is achieved.

The next result is a generalization of Proposition 3.1 from [9].

Proposition 2.4. LetHn be a finite dimensional Hilbert space with the dimension n, and let F = { fi}mi=1 be a frame for
Hn (m > n), with the frame operator S. Suppose ρ is an arbitrary seminorm on B(Hn) such that { fi}i∈Λρ1 is linearly
independent and H1 ∩H2 = {0}. Then the canonical dual is a ρ-optimal dual, but not unique.

Proof. Assume that {1i}i∈Im = {S−1
F fi + ui}i∈Im is an arbitrary dual for F. Thus (1) holds and so for all f ∈ Hn∑

i∈Λρ1

⟨ f ,ui⟩ fi +
∑
i∈Λρ2

⟨ f ,ui⟩ fi = 0.

Since { fi}i∈Λρ1 is linearly independent, then for all i ∈ Λρ1 and f ∈ Hn, ⟨ f ,ui⟩ = 0, which implies that
ui = 0, (i ∈ Λρ1).Moreover, we have

max
i∈Im

ρ((S−1
F fi + ui) ⊗ fi) ≥ max

i∈Λρ1
ρ((S−1

F fi + ui) ⊗ fi)

= max
i∈Λρ1
ρ(S−1

F fi ⊗ fi)

= max
i∈Im

ρ(S−1
F fi ⊗ fi).

Therefore {S−1
F fi}i∈Im is a ρ-optimal dual for 1-erasure and so for any r-erasures. Now we prove it is not

unique. Since m > n, there exists a dual {S−1
F fi + ui}i∈Im for F. Based on the previous part of the proof ui , 0,

for some i ∈ Λρ2 . There exists t > 0, small enough such that for any i ∈ Λρ2 ,

ρ((S−1
F fi + tui) ⊗ fi) < cρ. (4)
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Indeed, for all i ∈ Λρ2 , define

fi : R −→ R (5)
fi(t) = ρ(S−1

F fi + tui ⊗ fi)

fi(0) = ρ(S−1
F fi ⊗ fi) < cρ,

and by the same way in the proof of Theorem 2.3, one can find desired t > 0, satisfying (4). Furthermore,
for all i ∈ Λρ1 we have

ρ((S−1
F fi + tui) ⊗ fi) = ρ(S−1

F fi ⊗ fi) = cρ.

Therefore {S−1
F fi + tui}i∈Im is also ρ-optimal.

Proposition 3.2 in [9], leads us to the following result.

Proposition 2.5. Let Hn be a finite dimensional Hilbert space with the dimension n, and let F = { fi}mi=1 be a frame
forHn, (m > n), with the frame operator S and ρ be a seminorm onB(Hn) such that ρ(·) ≤ ∥ · ∥. Suppose that { fi}i∈Λρ1
is linearly independent and there exists a sequence of scalars {ci}i∈Im such that

∑
i∈Im

cixi = 0, {ci}i∈Λρ1
, 0, cρ = c and

Λ
ρ
1 ⊆ Λ1. Then the canonical dual is not ρ-optimal for any erasures.

Proof. Since { fi}i∈Λρ1 is linearly independent, there exists h ∈ Hn such that ⟨S−1
F (ci fi), h⟩ < 0. Let ui = cih. Then

by using
∑

i∈Im
cixi = 0 and some simple calculations, we obtain for any arbitrary t that θ∗tUθF = 0. There

exists t > 0, small enough such that for all i ∈ Λρ1 , we have

ρ((S−1
F fi + tui) ⊗ fi) < cρ.

Indeed, by the assumption we have

(ρ((S−1
F fi + tui) ⊗ fi))2

≤ (∥S−1
F fi + tui∥∥ fi∥)2

= c2 +
(
t2
∥ui∥

2 + 2t⟨S−1
F fi,ui⟩

)
∥ fi∥2

= (cρ)2 +
(
t2
∥ui∥

2 + 2t⟨S−1
F fi,ui⟩

)
∥ fi∥2

< (cρ)2.

Now for each i ∈ Λρ2 , define fi exactly similar to the ones, given in (5) and by the same way, one can show
that there exists t such that for any i ∈ Λρ2 , ρ((S−1

F fi+ tui)⊗ fi) < cρ. Therefore there exists the sequence {ui}i∈Im

({ui} , 0) such that {S−1
F fi + tui}i∈Im is ρ-optimal.

Similar to [9, Corollary 3.3], we have the next result.

Corollary 2.6. LetHn be a finite dimensional Hilbert space with the dimension n, and let F = { fi}mi=1 be a frame for
Hn, (m = n + 1), with the frame operator S. Suppose that Λρ1 has only one element and ρ is an arbitrary seminorm
on B(Hn). If { fi}i∈Λρ2 is linearly independent, then the canonical dual is not ρ-optimal for any erasures.

2.1. Extreme points of the set of ρ-optimal duals
In Lemma 2.1, it was shown that DOFρ is a nonempty convex and compact set. Thus by the Kerin-

Milman theorem, ext(DOFρ) is nonempty and DOFρ is the closed convex hull of its extreme points. Indeed,
DOFρ = co(ext(DOFρ)). In this section, we generalize [1, Theorem 3.2], for some seminorms on B(Hn), as a
measurement.

Theorem 2.7. LetHn be a finite dimensional Hilbert space with the dimension n, and let F = { fi}i∈Im be a frame for
Hn, ρ be a seminorm on B(Hn) and the canonical dual be a ρ-optimal dual for F. If {S−1

F fi}i∈Im ∈ ext(DOFρ), then
{ fi}i∈Λρ2 is linearly independent. Moreover, if there exists M > 1 such that M∥ · ∥ ≤ ρ(·) and also cρ = c ,Λρ1 ⊆ Λ1, and
{ fi}i∈Λρ2 is linearly independent, then {S−1

F fi}i∈Im ∈ ext(DOFρ).
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Proof. Let {S−1
F fi}i∈Im ∈ ext(DOFρ) and { fi}i∈Λρ2 be linearly dependent. Then there exists the sequence {ui}i∈Λρ2

,
not all zero such that ∑

i∈Λρ2

⟨ f , fi⟩ui = 0 ( f ∈ Hn).

Let ui = 0, for i ∈ Λρ1 and U := {ui}i∈Im . Thus for any t > 0, we have

max
i∈Λρ1
ρ((S−1

F fi + tui) ⊗ fi) = max
i∈Λρ1
ρ(S−1

F fi ⊗ fi) = cρ.

Take t > 0, small enough such that

max
i∈Λρ2
ρ((S−1

F fi + tui) ⊗ fi) < cρ and max
i∈Λρ2
ρ((S−1

F fi − tui) ⊗ fi) < cρ.

Indeed, define

fi : R −→ R

fi(t) = ρ(S−1
F fi + tui ⊗ fi)

fi(0) = ρ(S−1
F fi ⊗ fi) < cρ, (i ∈ Λρ2).

Thus 0 ∈ f−1
i (−∞, cρ) and consequently there exists δi > 0 such that (−δi, δi) ⊆ f−1

i (−∞, cρ). For each
t ∈ ∩i∈λρ2

(−δi, δi), we have fi(t) < cρ, for all i ∈ Λρ2 . Moreover, define

1i : R −→ R

1i(t) = ρ(S−1
F fi − tui ⊗ fi)

1i(0) = ρ(S−1
F fi ⊗ fi) < cρ, (i ∈ Λρ2).

By the same way, there exists γi > 0 such that (−γi, γi) ⊆ 1−1
i (−∞, cρ). For all t ∈ ∩i∈λρ2

(−δi, δi)
⋂
∩i∈λρ2

(−γi, γi),
the desired inequalities are satisfied. Consequently, {S−1

F fi + tui}i∈Im , and {S−1
F fi − tui}i∈Im are both ρ-optimal.

Furthermore,

S−1
F fi =

S−1
F fi + tui + S−1

F fi − tui

2
,

which is a contradiction.
Now suppose that {S−1

F fi}i∈Im < ext(DOFρ) and { fi}i∈Λρ2 is linearly independent. Thus there exist {1i}i∈Im , {hi}i∈Im ∈

DOFρ such that

1i = S−1
F fi + ui, hi = S−1

F fi + vi and S−1
F fi =

1i + hi

2
.

Note that {ui}i∈Im and {vi}i∈Im satisfy (1). It follows that ui = −vi. Moreover,

max
i∈Im

ρ((S−1
F fi + ui) ⊗ fi) = max

i∈Im

ρ((S−1
F fi − ui) ⊗ fi) = cρ.

By the hypothesis, there exists a M > 1 such that

M∥S−1
F fi + ui ⊗ fi∥ ≤ ρ(S−1

F fi + ui ⊗ fi),

and
M∥S−1

F fi − ui ⊗ fi∥ ≤ ρ(S−1
F fi − ui ⊗ fi).

Thus

(∥S−1
F fi + ui∥∥ fi∥)2

≤
(cρ)2

M2 ,

(∥S−1
F fi − ui∥∥ fi∥)2

≤
(cρ)2

M2 .



Z. Keyshams / Filomat 37:7 (2023), 2051–2065 2058

Thus for all i ∈ Λ1 ⊇ Λ
ρ
1 , we have (cρ)2 = c2 = ∥S−1

F fi∥2∥ fi∥2 and so

∥ui∥
2
− 2Re⟨S−1

F fi,ui⟩ ≤
(cρ)2

∥ fi∥2
(

1
M2 − 1) < 0,

∥ui∥
2
− 2Re⟨S−1

F fi,ui⟩ ≤
(cρ)2

∥ fi∥2
(

1
M2 − 1) < 0.

Consequently by [10, lemma 2.7], ui = 0 for all i ∈ Λρ1 and so

0 =
∑
i∈Λρ2

⟨ f ,ui − vi⟩ fi,

which is in contradiction with the linear independence of { fi}i∈Λρ2 .

3. Seminorm arbitrary optimal duals

In [1], the authors generalized some results, related to canonical duals for arbitrary duals. In this section,
we investigate and generalize Proposition 2.1, and Proposition 2.2 of [1], for arbitrary ρ-optimal duals. First,
we recall some standard notions.

Let F = { fi}i∈Im be a frame forHn and G = {1i}i∈Im be an arbitrary dual of F. Then

Λ
1

1 = {i ∈ Im : ∥1i∥∥ fi∥ = c1}, Λ12 = Im −Λ1

and
H1 = span{ fi}i∈Λ11 , H2 = span{ fi}i∈Λ12 .

Now for any seminorm ρ, let

(Λ11)ρ = {i ∈ Im : ρ(1i ⊗ fi) = c1ρ}, (Λ12)ρ = Im − (Λ11)ρ,

and
H11 = span{ fi}i∈(Λ11)ρ , H12 = span{ fi}i∈(Λ12)ρ .

The following proposition is a generalization of Proposition 2.4, likewise [1, Proposition 2.1] which gener-
alizes [9, Proposition 3.1].

Proposition 3.1. LetHn be a finite dimensional Hilbert space with the dimension n, and let F = { fi}i∈Im be a frame
for Hn, (m > n), G = {1i}i∈Im be a dual of F and ρ be an arbitrary seminorm on B(Hn). Suppose that { fi}i∈(Λ11)ρ is
linearly independent such that H11 ∩H12 = {0}. Then G is a ρ-optimal dual for F for erasures but not unique.

Proof. We follow some arguments, similar to [1, Proposition 2.1]. Assume that G = {S−1 fi + vi}i∈Im , where
{vi}i∈Im satisfies (1). Hence for all f ∈ Hn,∑

i∈(Λ11)ρ

⟨ f , fi⟩ui +
∑

i∈(Λ12)ρ

⟨ f , fi⟩ui = 0.

Since H11 ∩H12 = 0, thus ∑
i∈(Λ11)ρ

⟨ f , fi⟩ui = 0 =
∑

i∈(Λ12)ρ

⟨ f , fi⟩ui = 0.
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By the assumption, { fi}i∈(Λ11)ρ is linearly independent. It follows that ⟨ f , vi⟩ = 0 ( f ∈ Hn) and so vi = 0, for all
i ∈ (Λ11)ρ. Thus for any arbitrary sequence {hi}i∈Im , satisfying (1), we have hi = 0 (i ∈ (Λ11)ρ). Consequently,

max
i∈Im

ρ((S−1
F fi + hi) ⊗ fi) = max

i∈Im

ρ((S−1
F fi + hi − vi + vi) ⊗ fi)

≥ max
i∈(Λ11)ρ

ρ((S−1
F fi + hi − vi + vi) ⊗ fi)

= max
i∈(Λ11)ρ

ρ((S−1
F fi + vi) ⊗ fi)

= max
i∈Im

ρ((S−1
F fi + vi) ⊗ fi).

Thus G is a ρ-optimal dual. Now, suppose that {S−1
F fi + ui}i∈Im is a dual frame for F such that ui , 0, for all

i ∈ (Λ12)ρ. There exists ϵ > 0 small enough such that for any i ∈ (Λ12)ρ, ρ((S−1
F fi + vi + ϵui) ⊗ fi) < c1ρ. Indeed,

define

fi : R −→ R

fi(t) = ρ(S−1
F fi + vi + ϵui ⊗ fi)

fi(0) = ρ(S−1
F fi + vi ⊗ fi) < c1ρ, (i ∈ (Λ12)ρ),

and follow the same arguments similar to the proof of Theorem 2.3. Thus for all i ∈ (Λ11)ρ, we obtain

ρ(S−1
F fi + vi + ϵui ⊗ fi) = ρ(S−1

F fi ⊗ fi) = c1ρ.

Therefore {S−1
F fi + vi + ϵui}i∈Im is also ρ-optimal and so the proof is completed.

In the following proposition, {1i}i∈(Λ11)ρ is linearly independent instead of { fi}i∈(Λ11)ρ . In [1], the authors
generalized Proposition 2.2, for the general dual frames. In the next proposition, we generalize Proposition
2.5, similarly.

Proposition 3.2. LetHn be a finite dimensional Hilbert space with the dimension n, and let F = { fi}i∈Im be a frame
for Hn, G = {1i}i∈Im be a dual of F and ρ be a seminorm on B(Hn) such that ρ(·) ≤ ∥ · ∥. Suppose that {1i}i∈(Λ11)ρ is
linearly independent and there exists a sequence of scalars {ci}i∈Im such that

∑
i∈Im

cixi = 0, {ci}i∈(Λ11)ρ , 0, c1 = c1ρ and
(Λ11)ρ ⊆ Λ11. Then G is not a ρ-optimal dual for any erasures.

Proof. We have
{1i}i∈Im = {S

−1
F fi + ui}i∈Im ,

such that {ui}i∈Im satisfies (1). Since {1i}i∈(Λ11)ρ is linearly independent, there exists h ∈ Hn such that for all
i ∈ (Λ11)ρ, we have ⟨ci1i, h⟩ < 0. Now let vi = tcih + ui, (i ∈ Im, t ∈ R). Thus {S−1

F fi + vi}i∈Im is a dual of F. There
exists t > 0, small enough such that ρ(S−1

F fi + vi ⊗ fi) < c1ρ, for all i ∈ (Λ11)ρ. Indeed,

(ρ((S−1
F fi + vi) ⊗ fi))2

≤ (∥S−1
F fi + vi∥∥ fi∥)2

= (∥1i + tcih∥∥ fi∥)2

= (c1)2 +
(
t2
∥cih∥2 + 2t⟨1i, cih⟩

)
∥ fi∥2

< (c1ρ)
2.

Now for each i ∈ (Λ12)ρ, define

fi : R −→ R

fi(t) = ρ(S−1
F fi + tcih + ui ⊗ fi)

fi(0) = ρ(S−1
F fi + ui ⊗ fi)

= ρ(1i ⊗ fi) < c1ρ.
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Again one can find t such that ρ(S−1
F fi + vi) < c1ρ (i ∈ Im). Therefore {1i}i∈Im is not a ρ-optimal dual.

4. Examples

In this section, we provide some examples, for clarifying our results.

Example 4.1. LetH = R2 and F = { fi}3i=1 = {e1, e2, e2} be a frame. Then

SF =

[
1 0
0 2

]
⇒ S−1

F =

1 0

0
1
2


and

S−1
F fi =

{
e1,

1
2

e2,
1
2

e2

}
.

Define

ρ : B(R2)→ [0,∞)
ρ(T) = ∥T(e1)∥2.

It is obvious that ρ is a seminorm on B(R2). Consequently,{
ρ(S−1

F fi ⊗ fi)
}3

i=1
= {1, 0, 0} .

It is clear that
cρ = 1, Λρ1 = {i = 1}, Λρ2 = {i = 2, 3},

Moreover, { fi}i∈Λρ1 = {e1} is linearly independent and H1 ∩H2 = {0}. Therefore {S−1
F fi}3i=1 is a ρ-optimal dual but not

unique, by Proposition 2.4. We also check it again as follows. Let {1i}
3
i=1 = {S

−1
F fi + ui}

3
i=1 be a dual of F. Then {ui}

3
i=1

satisfies (1) and we have

{ui}
3
i=1 =

{[
0
0

]
,

[
a
b

]
,

[
−a
−b

]}
,

and {S−1
F fi + ui}

3
i=1 =


10
 ,


a

1
2
+ b

 ,

−a

1
2
− b


 .

By some simple calculations, we obtain for all a, b ∈ R that

max{ρ((S−1
F fi + ui) ⊗ fi)}3i=1 = max{ρ(S−1

F fi ⊗ fi)}3i=1 = 1.

Therefore {S−1
F fi}3i=1 is optimal but not unique, as we expected.

We provide an example, for illuminating Proposition 2.5.

Example 4.2. LetH = R2 and F = { fi}4i=1 = {e1, e2, e2, e2 − e1} be a frame. Then

SF =

[
2 −1
−1 3

]
⇒ S−1

F =


3
5

1
5

1
5

2
5


and

S−1
F fi =

{3
5

e1 +
1
5

e2,
1
5

e1 +
2
5

e2,
1
5

e1 +
2
5

e2,
−2
5

e1 +
1
5

e2

}
.
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Suppose that ρ is defined, as in Example 4.1. Thus{
ρ(S−1

F fi ⊗ fi)
}4

i=1
=


√

2
5
, 0, 0,

√
1
5

 .
It is clear that

cρ =

√
2
5
, Λ

ρ
1 = {i = 1}, Λρ2 = {i = 2, 3, 4},

and { fi}i∈Λρ1 = {e1} is linearly independent. If {ci}
4
i=1 = {1, 0,−1, 1}, then

4∑
i=1

ci fi = 0, and {ci}i∈Λρ1
= c1 , 0.

Moreover, {
∥S−1

F fi∥∥ fi∥
}4

i=1
=


√

2
5
,

√
1
5
,

√
1
5
,

√
1
5
.
√

2

 .
Thus

c =

√
2
5
= cρ and Λ1 = {i = 1, 4} ⊇ Λρ1 .

Therefore {S−1
F fi}4i=1 is not a ρ-optimal dual by Proposition 2.5, but we again check it for clarification. Let {1i}

4
i=1 =

{S−1
F fi + ui}

4
i=1 be a dual of F. Then {ui}

4
i=1 satisfies (1) and we have

{ui}
3
i=1 =


ab
 ,
−

a
2

−
b
2

 ,
−

a
2

−
b
2

 ,
ab

 ,

and {S−1
F fi + ui}

4
i=1 =




3
5
+ a

1
5
+ b

 ,


1
5
−

a
2

2
5
−

b
2

 ,


1
5
−

a
2

2
5
−

b
2

 ,

−

2
5
+ a

1
5
+ b


 .

Simple calculations imply that for all a, b ∈ R

{ρ((S−1
F fi + ui) ⊗ fi)}4i=1 =


√

(
3
5
+ a)2 + (

1
5
+ b)2, 0, 0,

√
(
−2
5
+ a)2 + (

1
5
+ b)2

 .
If a = 0, b = −

1
5

, then

max{ρ((S−1
F fi + ui) ⊗ fi)}4i=1 =

3
5
< cρ.

Thus {S−1
F fi}4i=1 is not a ρ-optimal dual.

Remark 4.3. It is worth noting that cρ is not always equal to c. For instance in the last example, define

ρ : B(R2)→ [0,∞)
ρ(T) = ∥T(e2)∥2.

It is obvious that ρ is a seminorm on B(R2). Moreover,

{ρ(S−1
F fi ⊗ fi)}4i=1 =

0,

√
1
5
,

√
1
5
,

√
1
5

 .
Therefore cρ =

√
1
5

, whereas c =

√
2
5

.
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One may ask that whether the conditions cρ = c and Λρ1 ⊆ Λ1 are necessary and sufficient. This question
will be answered in the following example.

Example 4.4. LetH = R2, and F = { fi}4i=1 = {2e1,
√

2e2, e2} be a frame. Then

SF =

[
4 0
0 3

]
⇒ S−1

F =


1
4

0

0
1
3


and so

S−1
F fi =

{
1
2

e1,

√
2

3
e2,

1
3

e2

}
.

Suppose that ρ is defined, as in Remark 4.3. Thus{
ρ(S−1

F fi ⊗ fi)
}3

i=1
=
{
0,

2
3
,

1
3

}
.

It is clear that
cρ =

2
3
, Λ

ρ
1 = {i = 2}, Λρ2 = {i = 1, 3}.

Moreover, { fi}i∈Λρ1 = {
√

2e2} is linearly independent. If {ci}
3
i=1 = {0, 1,−

√
2}, then

3∑
i=1

ci fi = 0, and {ci}i∈Λρ1
= c2 , 0

and
c = max

{
∥S−1 fi∥∥ fi∥

}3
i=1
= 1 , cρ and Λ1 = {i = 1} , Λρ1 .

Let {1i}
3
i=1 = {S

−1
F fi + ui}

3
i=1 be a dual of F. Then {ui}

3
i=1 satisfies (1) and so we obtain

{ui}
3
i=1 =

{[
0
0

]
,

[
a
b

]
,

[
−
√

2a
−
√

2b

]}
,

and {S−1
F fi + ui}

3
i=1 =




1
2

0

 ,


a

b +
√

2
3

 ,

−
√

2a

−
√

2b +
1
3


 .

By simple calculations one can get for all a, b ∈ R that

{ρ((S−1
F fi + ui) ⊗ fi)}3i=1 =

0,
√

2

√
a2 + (b +

√
2

3
)2,

√
2a2 + (−

√

2b +
1
3

)2

 .
For example if a = 0, b = −

1

4
√

2
, then

max{ρ((S−1
F fi + ui) ⊗ fi)}3i=1 < cρ.

Thus {S−1
F fi}3i=1 is not a ρ-optimal dual. Therefore, although the conditions cρ = c and Λ1 = Λ

ρ
1 are sufficient, they

are not necessary.
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The following example emphasizes that all cases of equality or inequality, occur for Λ1 and Λρ1 , or c and
cρ.

Example 4.5. LetH = R2, and F = { fi}4i=1 = {e1, e2, e2, e2 − 2e1} be a frame. Then

SF =

[
5 −2
−2 3

]
⇒ S−1

F =


3

11
2

11

2
11

5
11


and so

S−1
F fi =

{ 3
11

e1 +
2

11
e2,

2
11

e1 +
5

11
e2,

2
11

e1 +
5

11
e2,
−4
11

e1 +
1

11
e2

}
.

Suppose that ρ is the seminorm, defined as in Example 4.1. Thus

{
ρ(S−1

F fi ⊗ fi)
}4

i=1
=

{ √
13

11
, 0, 0, 2

√
17

11

}
.

It is easily verified that

cρ = 2

√
17

11
, Λ

ρ
1 = {i = 4}, Λρ2 = {i = 1, 2, 3}.

Moreover, { fi}i∈Λρ1 = {e2 − 2e1} is linearly independent. In the case where {ci}
4
i=1 = {2,−1, 0, 1}, we have

4∑
i=1

ci fi = 0, and {ci}i∈Λρ1
= c4 , 0

and

c = max
{
∥S−1

F fi∥∥ fi∥
}4

i=1
=

√
85

11
, cρ and Λ1 = {i = 4} ⊇ Λρ1 .

Let {1i}
4
i=1 = {S

−1
F fi + ui}

4
i=1 be a dual of F. Then {ui}

4
i=1 satisfies (1) and we obtain

{ui}
3
i=1 =


2a

2b

 ,
−

a
2

−
b
2

 ,
−

a
2

−
b
2

 ,
ab

 ,

and {S−1 fi + ui}
4
i=1 =




3
11
+ 2a

2
11
+ 2b

 ,


2
11
−

a
2

5
11
−

b
2

 ,


2
11
−

a
2

5
11
−

b
2

 ,

−

4
11
+ a

1
11
+ b


 .

By simple calculations one can obtain for all a, b ∈ R that

{ρ((S−1 fi + ui) ⊗ fi)}4i=1 =


√

(
3

11
+ 2a)2 + (

2
11
+ 2b)2, 0, 0, 2

√
(
−4
11
+ a)2 + (

1
11
+ b)2

 .
For example if a = 0, b = −

1
11

, then

max{ρ((S−1
F fi + ui) ⊗ fi)}4i=1 =

8
11
< cρ.

Thus {S−1
F fi}4i=1 is not a ρ-optimal dual.
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Here, we show by an example that the converse of Theorem 2.3 may not be hold in the general form of
alternate dual.

Example 4.6. LetH = R2 and F = { fi}3i=1 = {2e1,
√

2e2, e2} be a frame. Then

SF =

[
4 0
0 3

]
⇒ S−1

F =


1
4

0

0
1
3


and so

S−1
F fi =

{
1
2

e1,

√
2

3
e2,

1
3

e2

}
.

Define

ρ : B(R2)→ [0,∞)

ρ(T) =
1
√

2
∥T(e1) + T(e2)∥2.

It is clear that ρ is a seminorm on B(R2) and

{(S−1
F fi ⊗ fi) f }3i=1 = {⟨ f , fi⟩S−1

F fi}3i=1.

Thus {
ρ(S−1

F fi ⊗ fi)
}3

i=1
=

{ √
2

2
,

√
2

3
,

√
2

6

}
.

Consequently,

max
{
ρ(S−1

F fi ⊗ fi)
}3

1=1
=

√
2

2
= cρ, Λ

ρ
1 = {i = 1}, Λρ2 = {i = 2, 3}.

Furthermore, { fi}i∈Λρ1 = {2e1} is linearly independent and H1 ∩H2 = {0}. By Proposition 2.4, {S−1
F fi}3i=1 is a ρ-optimal

dual. Now assume that {1i}
3
i=1 = {S

−1
F fi + ui}

3
i=1 is a dual of F. Thus {ui}

3
i=1 satisfies (1) and we have

{ui}
3
i=1 =

{[
0
0

]
,

[
a
b

]
,

[
−
√

2a
−
√

2b

]}
,

and {S−1
F fi + ui}

3
i=1 =


120
 ,
 a
√

2
3
+ b

 ,
 −
√

2a
1
3
−
√

2b


 .

Therefore {
ρ((S−1

F fi + ui) ⊗ fi)
}3

i=1
=


√

2
2
,

√
a2 + (

√
2

3
+ b)2,

√
a2 + (

1

3
√

2
− b)2

 .
For all a >

√
2

2
, we have

max
{
ρ(S−1

F fi + ui) ⊗ fi)
}3

1=1
> max

{
(ρ(S−1

F fi ⊗ fi)
}3

1=1
.

Hence for all a >
√

2
2

, {S−1 fi + ui}
3
i=1 is not a ρ-optimal dual, while when b = −

1

6
√

2
, then Λ11 = {i = 2, 3} and

Λ
1

2 = {i = 1}. Also { fi}i∈Λ12 = {2e1} is linearly independent and H11 ∩H12 = {0}.

Acknowledgment. The author thanks Dr. Fatemeh Abtahi for her valuable comments and suggestions
on this manuscript.



Z. Keyshams / Filomat 37:7 (2023), 2051–2065 2065

References

[1] F. Arabyani-Neyshaburi, A. Arefijamaal and Gh. Sadeghi, Extreme points and identification of optimal alternate dual frames,
Linear Algebra and its Applications 549 (2018) 123–135.

[2] F. Arabyani-Neyshaburi, A. Arefijamaal and Gh. Sadeghi, Numerically and Spectrally Optimal Dual Frames in Hilbert Spaces,
Linear Algebra and its Applications 604 (2020) 52–71.

[3] P. G. Casazza, The art of frame theory, Taiwanese Journal of Mathematics 4(2) (2000) 129–201.
[4] P. G. Casazza and G. Kutyniok, Finite Frames Theory and Applications, Birkhäuser, Boston, 2013.
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