Filomat 38:14 (2024), 4911-4932
https://doi.org/10.2298/FIL2414911T

(S
&

Published by Faculty of Sciences and Mathematics,
University of Nis, Serbia
Available at: http://www.pmf.ni.ac.rs/filomat

o

%
<,

b, &

Ty xS’

5
TIprpor®
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Abstract. The main purpose of this paper is to investigate different types of deferred convergent double
sequences of fuzzy variables by using the notions of ideal convergence and u-density in a given credibility
space. We also establish a number of instances to illustrate the newly introduced notions in the same

environment. In this study, we also present important findings that reveal the connections between these
concepts.

1. Introduction

Fuzzy theory has made considerable progress on the mathematical underpinnings of fuzzy set theory,
which was initialed by Zadeh [50]. Since then fuzzy theory is utilized to a wide range of realworld
challenges. Many researchers studied possibility theory in this regard, for example, Dubois and Prade
[15], Nahmias [40] . A fuzzy variable is a function that maps from a credibility space to a collection of
real values. The convergence of fuzzy variables is an important component of credibility theory, which
may be used to real-world engineering and financial challenges. Kaufmann [21] put forward the notions
of fuzzy variables, possibility distributions, and membership functions. Possibility measure is a key notion
in possibility theory, but it is not self-dual. It is generally described as a supremum preserving set function
on the power set of a nonempty set. Since a self-dual measure is essential in both theory and practice,
Liu and Liu [32] developed a self-duality measure called the credibility measure (Cr). It has certain
essential characteristics with the possibility measure and this measure serves as a substitute for possibility
measure in the fuzzy world. Particularly, since Liu began his examination of credibility theory, several
specific contents have been investigated (see (Li and Liu [26]; Li and Liu [27]; Liu [29]; Liu [30])). In
view of this fact Liu [31] proposed four types of convergence concepts for sequence of fuzzy variables in
respect of credibility theory, viz.: convergence in credibility, convergence nearly certainly, convergence in
mean, and convergence in distribution. Jiang [19] and Ma [34] have looked at a number of convergence
characteristics of the credibility distribution for fuzzy variables based on the credibility theory. Wang
and Liu [48] explored the connections between mean convergence, credibility convergence, almost uniform
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convergence, distribution convergence, and almost surely convergence. In addition, a number of academics
highlighted convergence concepts in classical measure theory, credibility theory, and probability theory and
looked at how these related to one another. Readers who are interested can look up Chen et al. [4], Lin [28],
Liu and Wang [33], and You [49].

Statistical convergence was first introduced by Fast [17]. In order to extend the concept of statistical con-

vergence, Kostyrko et al. [25] and Savas and Das [43], respectively, developed the concepts of 7-convergence
and 7 -statistical convergence. Studies on several types of “statistical convergence, 7-convergence, and
I -statistical convergence” for sequences are also being made (see, for example, [2, 3, 12, 13, 18, 20, 35—
39, 42, 47]). Savas and Das [44] presented [J-statistically pre-Cauchy sequences and characterized the
notion to some extent. Then, Et et al. [16] put forward the notion of u-deferred statistically convergent
functions by utilizing concept of ji-deferred density identified on ([1, o), £, ), where L is the sigma algebra
of subsets of [1, c0) and u is the sigma finite measure on £ with u([1, 0)) = co. The idea of u-deferred density
determined on (IN, £, 1), where L is the sigma algebra of subsets of N and p is the sigma finite measure
on L with y(IN) = oo, was also used by Khan et al. [23] to study the idea of u-deferred 7-statistically
convergence for sequences. Furthermore, deferred Cesaro mean and statistical convergence by considering
double sequences was studied by Dagadur and Sezgek [5].
Credibility theory and uncertainty theory are two concepts both of which are applied to study characteris-
tics of sequence spaces. For credibility theory to be applied sequences of fuzzy variables are considered, on
the other hand in case of uncertain sequence spaces uncertain variable are considered. Although both the
theories are different but the convergence of sequences in both cases are being explored in same aspects.
It is pertinent to mention here that a fuzzy variable is a function from a possibility space to the set of real
numbers [40], whereas an uncertain variable is a function from the uncertainty space to the set of real
numbers [29]. Convergence of complex uncertain single, double, triple sequences in an uncertainty space
was investigated by Das et al. [8], Datta and Tripathy [14], and Tripathy and Nath [46]. Some other notable
works of different convergences for sequence of complex uncertain variables may be seen in [6, 7, 9-11].
The deferred Cesaro means for real sequences is first introduced and studied by Agnew [1] back in the year
1932. Khan et al. [22] investigated p-deferred 7-statistical convergence for complex uncertain sequence
and they also demonstrated some significant results.

The definitions and properties needed in this paper are introduced and established in Khan et al. [22],
Khan et al. [24], Li and Liu [26], Lin [28], Liu [31], Nath et al. [41], Savas et al. [45], and Wang and Liu [48].

The results of the research article are presented sequentially in the following manner: Section 1 of the
introduction includes a discussion of the literature review. The principal discoveries are then illustrated
in Section 2. We have explored u-deferred 7,-statistical convergence, and 7,-deferred strongly Cesaro
summability of double sequence of fuzzy variable and developed essential features of these concepts in
credibility. Finally, in the Conclusion section we made a few concluding remarks on the whole research
outcomes and made a comment on the future scopes of the outputs.

2. Main Results

Throughout the article, we consider p = {p(m)}, g = {g(m)}, r = {r (n)} and s = {s (n)} to be sequences of
non-negative integers satisfying the following conditions:

p(m) < q(m), limy—e g (m) = oo;
r(n) <s(n), lim,_. s(n) = oo;

(1)
and
gm) = p(m) = P (m), s (n) 7 (1) = ¢ (n).
and I3, (1) = [pu, 4] O N, I; (1) = [, 5,] ' N

Furthermore, we consider (p, q) and (7, s) as two pairs of sequences which satisfies (1) and we also let 7,
be a non-trivial strong admissible ideal of N x N = IN. Let X = IN? and £ be a sigma algebra of the subsets
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of X and p be a sigma finite measure on L such that u(X) = co. Measure of any subset T of X which isin £
will be indicated by u(T) := |T].
The u-deferred density of T c IN? is denoted by

(kD eT kel (m)le I;,s(n)}'
g m)] |5 m)|

provided that the limit exists, where I;/q(m) = [pm, gm] NN and I;s(n) = [ry,s:] "IN and the vertical bar
means the cardinality of the enclosed set. Keep in mind that the cardinality of the set T as it exists in natural
or deferred density is not what is being shown by |T| throughout the article; rather, it is the y-measure of
the set T ¢ IN?.

,D(T) = lim

mmn— oo

Definition 2.1. Suppose (O, P (®), Cr) be a credibility space. Let {@w} be double sequence of fuzzy variable and ©
be another fuzzy variable. Then, the double sequence is said to be I -deferred strongly Cesaro summable with respect
to almost surely in the credibility space if for any preassigned positive real ¢ > 0, there exists a T € P (©) with
Cr{T} = 1 such that the set

qim)  s(n)
(m,n) € N2 : m Z 2 low(0) — @(0)| > el € I,, YO ET.

k=p(m)+1l=r(n)+1

We denote the limit by DC@Z} ) (©ns.) — im (@) = @. The collection of all I ,-deferred strongly summable double

sequence with respect to almost surely is expressed by DC*  (©,5).

(v2)

Definition 2.2. Suppose (©,P (©),Cr) be a credibility space and {@y} be a double sequence of fuzzy variables. If
Ve, 0 >0, thereexistsa T € P (®O) with Cr{T} = 1and VO € T, the set

1

I;‘,,q (m)

then {@y} is called p-deferred I ,-statistically convergent almost surely in credibility space to the fuzzy variable @ and

P,DS‘(T 1/2} 4) (O,s.) — lim (o)} = @. We indicate set of all p-deferred I,-statistically convergent fuzzy variable double

sequences with respect to almost surely by MDSET ;} ) (Oys.)-

Example 2.3. Assume the credibility space (©,P (®),Cr) to be 61, 02, 03, . .. with the credibility measure is defined
as follows:

{(m,n) eIN?: (k,)eN?:ke L, .(m), 1 € I, (n) & |0 (6) — @(0)] = €}| > 6} € 1,

I ()| |{

_k+l ; _ktl 1.

SUPg,, .eT 2+l if SUPg, e1 axeneT < 27

_ _ k+1 : k+1 1.
Cr(T) = 31 =supg, 1 sqnris U SUPo, et 2T < 27

1

3 otherwise.

Moreover, consider the fuzzy variables {0y} (k, | = 1,2, ...) which are defined by

k+1, if0 = 0kp;
on(0) =
u(6) {0, otherwise,
for k,1 € N and @ be another fuzzy variable which is equivalent to zero function, i.e @ = 0.
Obviously, by Definition 2.1 and Definition 2.2, fuzzy variable double sequence (@y) is I-deferred strongly Cesaro
summable as well as p-deferred I ,-statistically convergent almost surely to @.



B.C. Tripathy et al. / Filomat 38:14 (2024), 4911-4932 4914

Definition 2.4. The double sequence {@y} of fuzzy variables is said to be 1,-deferred strongly Cesaro summable in
credibility to the fuzzy variable @ if for all € > 0 and 6 > 0, the following set

s(n)
Z Cr(lloxy — @l > €) 26 € Iy,
k=p(m)+1l=r(n)+1

1 q(m)

2.
(m,n) e N-: O 0m) % ()

We denote it as DC(IL; ) (Ocr) — lim @y = @. The space of all I,-deferred strongly Cesaro summable fuzzy variable
double sequences in credibility is denoted by DC@2 ) Ocy).

Definition 2.5. The double sequence {®y} of fuzzy variables is said to be p-deferred I-statistically convergent in
credibility to the fuzzy variable @ if for all €,6 > 0, and C > 0, the set

(m,n) € N?: . |{(k,l) eN?*:ke L (m), 1 € I} (n) & Cr{llon — @l = €} = 6}| >y €.
Iy ()| |1:0) ’ '
We denote it as yDS(JI; ) (Ocy) —lim {@n} = @. The family of all u-deferred I ,-statistically convergent fuzzy variable
double sequence in credibility is denoted by yDS{l; ) (COE

Example 2.6. Assume the credibility space (®,P (©),Cr) to be 01,0, 03, . .. with

1 . 1 1.

SUPg, . .eT k717 lf SUPg, . .eT ki1 <3

_ _ _1 ; _1 1

Cr(T) =41 SUPg, . eTc k51’ if SUPg,.,eTe vt < 27
1, otherwise,

and the fuzzy variable double sequence {@y) be defined by

k+1+1, if0 =06k
0, otherwise,

@ (6) = {

fork,le Nand @ = 0.
The fuzzy variable double sequence (@) is 1 ,-deferred strongly Cesaro summable as well as u-deferred I »-statistically
convergent in credibility to @.

Remark 2.7. p-deferred I,-statistical convergence almost surely does not imply u-deferred I ,-statistically conver-
gence in credibility.

Example 2.8. For example, consider the credibility space (©, P (®), Cr) to a infinite discrete set {01, 0,, ...}, for which
the credibility measure is defined as Cr {01} = 1 and Cr{6,} = (t — 1) /t for t = 2,3, ... and the double sequence {®y}
of fuzzy variables is defined by

[ k+1 ift=k+1
@ (0r) = { 0, otherwise,

fork,1=1,2,... and another fuzzy variable ® by @ (6) = 0 for all 6 € ©. Here, the double sequence {®y} u-deferred
I ,-statistically converges in almost surely to @.

But, for any small number €,6 > 0 and C € (0
convergence in credibility. Also,

1

§ 5), the double sequence {@y} is not p-deferred I,-statistically

1
L, (m)| |13 ()|

That is to say, the double sequence {@y} does not converge in credibility to ®.

{(m,n) eN?: |{(k, DeN?: kel (m),l €L, &Criloy-all > e} > 5:| > C} ¢ I
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Remark 2.9. Converse part of the Remark 2.7 is not true, in general. A suitable example supporting this claim is
placed in the following.

Example 2.10. Consider the credibility space (©,P (®), Cr) to be an infinite discrete set {61, 02, ...}, for which the
credibility measure is defined as Cr{0;} = 1/t for t = 1,2, ... and fuzzy variable double sequences {@y} are defined by

e+t ift=k+Lk+1+1,k+1+2,..;
@it (61) = { 0, elsewhere, (2)

fork,1 =1,2,...and @ be a fuzzy variable defined by © (6) = 0 for all 6 € ©. For any small number €,6 > 0 and
celin),

1

L, o (m)| |13 ()|

{(m,n) eN?: |{(k, DeN?: kel (m),l €L &Criloy-all > e} > 5}| > c:} el

from which we can say that that (@} p-deferred I ,-statistically converges in credibility to @. But, it is obvious that

I
DS 2,y ©us)
Wkl -+

Definition 2.11. The double sequence (@x) of fuzzy variables is said to be 1,-deferred strongly Cesiro summable in
mean to the fuzzy variable @ if for all € > 0, the following set

1 qim) — s(n)

(m,n) e N*: ————— Ellou(8) — @0)|] > €} € T,.
I/J (m) % (1’1) k—p(;;ﬂl—%ﬂ ’

We write it as DC{IP2 ) (Op) - lim @y = @. The family of all I,-deferred strongly Cesaro summable fuzzy variable

. . T
double sequences in mean is denoted by DC(l;,%) (Of).

Definition 2.12. Let {®y} be a double sequence of fuzzy variables with finite expected values defined on (©, P (®) , Cr).
For Ve, 6 > 0, if the set

1

L, (m)

{(m,n) e IN?: ‘{(k, HeN?: ke I;lq(m),l €l (n) & Elllog — @] = s}’ > 6} €1,

I ()

then, the double sequence {@y} is u-deferred I,-statistically convergent in mean to the fuzzy variable @ and we write
st({;,%) (@p) - lim {0y} = @.
Example 2.13. Consider an infinite point set credibility space (Y, B, Cr), where Y ={61, 02,03, ...}, B is the Borel
algebra defined on Y and take the well-known Lebesgue measure as the credibility measure. Then, there exist integers
Y1, Yo such that k = 2V + p, | = 2¥> + p, p being an integer between 0 and min {2¥',2%} — 1. Now, for any k,1 € Z,
we define the double sequence {@y} of fuzzy variables by
, +1
@n(0) = L lmeﬂ/z.S 0= 251_%;

0, otherwise,
and @ be a fuzzy variable defined by @ (0) = 0 for all © € Y. Calculation to this fuzzy variable double sequence proves
that it is 1 ,-deferred strongly Cesiro summable as well as u-deferred I ,-statistically convergent in mean to the fuzzy
variable @.

Remark 2.14. p-deferred I ,-statistically convergence in mean does not imply u-deferred I ,-statistically convergence
almost surely.
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Example 2.15. Consider the fuzzy variable double sequence taken in (2) which does not u-deferred I ,-statistically
converge almost surely to the fuzzy variable ®. But

k+Dh+1
2 (k + 1)

Thus, for each €, > 0, we obtain

Ellog - oll] = — 0,as k,| — co.

1
I (m)| |Ls(n)]

which proves that the double sequence {@y} p-deferred I,-statistically converges in mean to the fuzzy variable @.

{(m,n) e IN?: ‘{(k, HeN?: ke I;lq(m),l €l (n) & Elllog — @] = e}’ > 6} el,

Remark 2.16. p-deferred I ,-statistically convergence almost surely does not imply p-deferred I ,-statistically con-
vergence in mean. A suitable example supporting this claim is placed in the following.

Example 2.17. Consider the credibility space as taken in Example 2.10 and define a double sequence {@y} in that
space as follows:

k+1, ift=k+1
@ (0) = { o e ®)

fork,1=1,2,...and also take @ to be a fuzzy variable defined by @ (0) = 0 for all © € ©. Here, the double sequence
(@) y-deferred I ,-statistically converges almost surely to the fuzzy variable @.

Howewver, for all € > 0 and for any 6 € (0, %),

1
I (m)| |L5(n)]

Consequently, the double sequence {@y} does not p-deferred I',-statistically converge in mean to the fuzzy variable @.

{(m,n) e IN?: |{(k, HeN?: ke L, ,(m),l € I, (n) & E|log — @ll] > £}| > 6} ¢ 1,.

Remark 2.18. p-deferred I,-statistically convergence in credibility does not imply u-deferred I,-statistically con-
vergence in mean.

Example 2.19. Consider the fuzzy variable sequence defined by (3) which does not u-deferred I »-statistically converge
in mean to u. But, for any small number €,06 > 0and C € %, 1), we get

1
() |

T (m)

foreach ,06 > 0and C > 0. Therefore, the double sequence {@y} p-deferred I,-statistically converges in credibility to
@.

{(m,n) e IN?: (k,) e N?:ke I;lq(m),l €L (n) & Crilloy — ol = €} > 6}’ > C} el,

Definition 2.20. Let @y and @ be the credibility distributions of fuzzy variables @y, @ respectively. The double
sequence {@w} of fuzzy variables is I,-deferred strongly Cesaro summable in distribution to the fuzzy variable ©
provided that for all € > 0, the following set

1 qim)  s(n)
¥ (m) % () Z lpr(x) — ) = e € 1>

k=p(m)+1l=r(n)+1

(m,n) € N?

I,
(v
strongly Cesaro summable fuzzy variable double sequences in distribution is demonstrated by DC

for all points x at which ¢ is continuous. We write it as DC ) (G)(p) —lim @y = @. The space of all 1 ,-deferred

fl/z)}t) (®(P)
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Definition 2.21. Let {@y} be a double sequence of fuzzy variables. Let gy and ¢ are credibility distributions for fuzzy
variables oy (k,1 = 1,2,3,...) and @, respectively. For €,6 > 0 and Vx, (x being the points where ¢ is continuous),
if the set

1

L (m)| |I:s(n)]

{(m,n) e N?: |{(k, DeN?: kel (m),l €l (n) & lpu) - p() = e}‘ > 5} eI,

then {@y} is called u-deferred I, statistically convergent in distribution to the fuzzy variable @ and we write

Iz 3 p—
WDS(2 () ~ lim {0y} = @.

Definition 2.22. The double sequence {@y} of fuzzy variables is called I,-deferred strongly Cesaro summable w.r.t.
uniformly almost surely (u.a.s.) to the fuzzy variable @ if Ve > 0,36 > 0 and a sequence (E j) with

qim)  s(n)

() eN2: ool 3 Y ’Cr(Ej)—O‘ZS e,
k=p(m)+1l=r(n)+1

ie., DCf;Z}t —1limCr (E]-) = 0 such that
q(m) s(n)

(m,m) e N?: ol Z Z @u(6) - () 2 0y € To, VO €O —(E)).
k=p(m)+1l=r(n)+1

We write it as DC{I; %) (Oy0s.) — lim @y = @. The space of all I-deferred strongly Cesaro summable fuzzy variable

double sequences with respect to uniformly almost surely (u.a.s.) and it is denoted by DC({; % (Ougs.)

Definition 2.23. Let {@y} be a double sequence of fuzzy variables. If Yo, § > 0, 3 a sequence of events {F;} € P (®)
with Cr {F;} converges to 0 so that the set

{(m,n) e IN?: (k) e N?:k €I, (m),l € I, (n) & |@w(6) - @(0)| = all = B} € I,

1
155y () [[E54 ()] |{
VYO e® —{F;}.

In this case, we say {@y} is u-deferred I ,-statistically convergent uniformly almost surely (u.a.s.) in credibility space

to the fuzzy variable ® and F,DSI 2(O,45.) — lim {0y} = @.

Definition 2.24. Let {®y} be a double sequence of fuzzy variables. We say {@y} is bounded in credibility if Ve >
0,3dK > 0 such that

Cr (llogll = K) < &.

We denote the set of such type of fuzzy double sequences by (% (Oc).

Theorem 2.25. HDS;:; 0 (©cr) N €2, (Oc) is closed set of €2, (Oc).

Proof. Let @' = {@Z}UGN € PDS(ZI.; 0 ©c) N {2 (Oc;) be a p-deferred I,-statistically convergent double
sequence and converges to @ = {@y} € €2, (Oc;). Assume MDS(II; 0 (©cr) —lim {caif } = yj;jforalli, j € N. Take

a double sequence =aij} such that a;; = 5%;. So, for any a > 0, we have {a,-]-} - 0.
Therefore, for any given C > 0, there exists i, j such that

Crflo-o2 ¢ < .
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Assume 8 € (0, 1) and then, we have

{1 eN? kel (m),1€T;,(n)
< 3} e F (1)),

K= {(m n) € N e

el -uf =4} %)

and
| () € N2 k € I, (m), ] € I, (n)

— 2.
= {(m n) €N ]
< g}e"rf(fz).

&Cr{||®k1 ydﬂH z C} Z aTd}

So, KNL € F(I,). Hence, KN L can not be empty set.
Let (m,n) € KN L be arbiitrary.
Then, we have

‘{(k, D eN?: kel (m),l € L(nand Cr{HcDZ - yi]»H > c} > 1—1}

|, (m)| | ()]

A
WI™™

and
|{(k, D eN2: kel (m),l € L,(n) and Cr{l0f — yull > T} > %}
|E5 o (m)]| |13 ()]

Also, we obtain

{1 e N?: k€L, (m),1 € I (n) and
>} > ¢ ver{iof - val > ) > %)

1
[z ()| 1; ()]

CT{H(DZ — Yij <B<1l

So, there exists a pair of naturals of the form (k, /) such that

Cr{“cbz - y,-]-H > C} < %
and
Qe

Cr{lloff — yall = Cf < 7.

Hence, we get

> C’}

Cr (1= vl > ) < e {]lol) - v = €'} + e {Jol) - ot
+Cr ([l - yael| = '}, for some ¢’ < §

<ceffa -2+ effo-of 2 )

+Crflat - a2 )+ Crofs - vl 2 ), for some & < §

Yjo g o Yo Gk
S4+4+4+4—051].

W™

4918
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Hence, { yij} is a Cauchy double sequence in credibility.
Therefore there is a y so that {yi j} — yin credibility, as i, j — co.
Now we demonstrate that {@y} € HDS({; ) (Oc;) and yDS({; ) Ocy) — lim {0y} = y.

>} <g,Crfly -2 g <

For a given &, C > 0, select i, j € IN such that a;; < ¢, Cr {”(DZI -@
Then

{1y e N2 ke Iy m), 1 € Ty () & Cr {[low = ]| 2 €} > al|
o)

L,

1 2. * *
< ol | () e N2k ely (m),l €L (n) &

|
=

Cr{llofs - v = ¢+ cr{llow - @l = ¢} + rfly - vll = ¢} 2 of
< m [{(k,)) e N? : k € I, (m), ] € I (n) &
Cr{o- v 2 cf+4+4 =0}

|{(k DeN? kel (m),l e L(n) &Cr{”cakl—y,]” > (,} > %}|
<

5 q )] |5 (m)|

So, for any given > 0,

{(m, n) e N2 : (k1) € N2 : k€ I (), 1 € I; () & Cr{low — o] = T} = | < ﬁ}

|5 P m)||1,§(n)|

{(m 1) € N2 |I o D €N ke T om 1 € T ()

&Ceflof) - v 2 ¢} = 2} <p}eFT).

As a result, we get

1
mmn)e N?: ————— (k) e N? : ke I (m),] € [, y(n) & Cr{||ow — y|| = ¢} = al| < B} € F(T,).
{( N o 1 a1 € 1) & Crfllow o] 2 €] 2 al < py € 7T
Hence, {ou} € DS(I; %) (Ocr) and ;LDS(I; %) (Ocr) — lim {@y} = y. This finalizes the result. [

Definition 2.26. Let {@y} be a double sequence of fuzzy variables. The double sequence {@y} is called bounded in
mean if

sup E [lloyll] is finite.
k1

We denote the set of such type of fuzzy variable double sequences by {% (O).

Definition 2.27. Let {@y} be a double sequence of fuzzy variables and ¢y be the credibility distribution functions for
the fuzzy variables @y, for each k,I. Then, {®y} is said to be bounded in distribution if

S;(,llp [”(Pkl(x)H] is finite,

where x are such points at which the distribution function is continuous. We denote the set of such type of fuzzy
variable double sequences by €% (@w).
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Definition 2.28. Let {@y} be a double sequence of fuzzy variables. Then, {®y} is called bounded in almost surely if
Ve > 0, da sequence of events {F;} € P (®) with Cr({F:}) = 1 such that

sup [llox(0)l] is finite, VO € {Fy}.
k1

We denote the set of such type of fuzzy variable double sequences by (2 (O, ).

Definition 2.29. Let {®y} be a double sequence of fuzzy variables. The double sequence {®y} is bounded w.r.t.
uniformly almost surely if Ve > 0 3 a sequence of events {Ex} € P (©) with Cr{Ex} — 0and

sup [llow(O)|] is finite, VO € © — Ej for each k.
k]

We denote the set of such type of fuzzy variable double sequences by €% (®.45. ).

In order to convey the theorems without proof, we must show the subsequent theorem in the same
manner as described earlier.
Theorem 2.30. Sets yDS({;,k) (®g) N 2, (Bp), HDS({;,K) (®p) N ¢ (Bp) and HDS(II;,K) (Ous) N L2 () are closed
sets of €% (O), 2, (Op) and €2, (©,.), respectively.

2 I I
Theorem 2.31. If {ou} € €5, (@45 ) then DS (y;/%) (@,c) C DC, ;/%) (CH)

Theorem 2.32. The following statements supply:

(D) uDSE ) @us) N €% (©us) = DC(2 ) (@us) N L () -

(i)) uDS ) ©@cr) N £ (Ocr) = DC ) (Oce) N £2, (Bc).

(iif) uDS(} ) (OF) Nl (BF) = DC2 ) (O) N £2, (OF).

(i0) DS, (©,) N €4, (®,) = DC(2 , (8,) N &4, (©,).

(i0) WDS} ) (©3c) N € @uas. ) = DCY  (Ouns) N (Ouas. ):

Theorem 2.33. If (o) € (2 (O, then yDS{L; Ous) C Dc{ 0 ©4s).

) (
Proof. Let {@y) € {2 (©,5) and yDS{L; 0 (©a) —lim (@) = @.
Hence 3K > 0 such that ||oy — @|| < K for all k,I € IN.

For a given € > 0, we have

q(m) s(n)

o X L llog - all
YO oyt 1=

1 q(m) s(n) q(m) s(n)
= S || L Y + X Y |llon - all
k=p(m)+1 I=r(n)+1 k=p(m)+1 I=r(n)+1
lon-lze lon—allze  |loy—aoll<e lon—aoll<e

< b kD e N2 ke L ym, 1 ;) & lhow - ol > )|+ 5

Then, we obtain
q(m) s(n)

{(m, n) e N?: m )Y Y ow -l > é‘}

k=p(m)+1 I=r(n)+1

c {(m, n) € N2 :

ot (D €N ke I om € 10 & llow - 0l > R}|} €T,

Therefore, {@y} €, DC({;,%) (@.5). O
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In view of the standard techniques, the following three theorems can be established.

Theorem 2.34. If (o} € £, (Ocy) then ,DS(2 ) (Ocy) € DC2 ) (Bcy).

Theorem 2.35. If {0y} € (2, (OF) then HDS{ 50 (©E) C DC(] 0 ©k).

T T
Theorem 2.36. If {0y} € &2, (@), then ,DS(?  (©,) c DC2  (8,).
Theorem 2.37. If the double sequence {@y} of fuzzy variables is 1 ,-deferred strongly Cesaro summable almost surely
to @ then (@) is p-deferred I,-statistically convergent almost surely to @.

Proof. Let {@y} be fuzzy variable double sequence which is J,-deferred strongly Cesaro summable almost
surely to the fuzzy variable @. Then, by definition Ve > 0, there is a T € £ (®) with Cr{T} = 1 such that
VO € T, the set

q(m) s(n)
Z |0 (0) — @(0) = ¢t € 1.
k=p(m)+1l=r(n)+1

1

2.
(m,n) e N“: O 0m) % ()

Now, for any ¢ > 0, we have

q(m) s(1)

Y, low(6) — o(0)]
k=p(m)+1 I=r(n)+1

q(m) s(n) q(m) s(n)
= Y Y + X M |0 (6) — @(0)]
k=p(m)+1 I=r(n)+1 k=p(m)+1 I=r(n)+1

l0k(0) - ()¢ lou(0)-2(0)2e | (0)-a(0)|<e lou(0)-a(0)I<e

q(m) s(n)

> by M o (6) — @(0)]
k=p(m)+1 I=r(n)+1
|0 (0)—@(0)|2¢ |0k (0)-(0)|2¢

> |{(k, e N2 kel (m),] € L;y(n) & lou(6) — @(0)]| > e

g
which implies

qim)  s(n)

1
el 00 Z Z @1 (6) — @ (0)l
k=p(m)+1l=r(n)+1
> ot ’{(k, D) e IN?: k€I, (m),] € Iy (n) & loy(6) - 2(6)] > e}‘ .

Thus, for any 6 > 0 we have,

{(m, n) e N?:

{(k, ) eN?: kel (m),l €l n),llou0) - @O)l > a}l > 6}
q(m) — s(n)

c {(m,m) e N?: sodos Z Z 0u(6) — @(0)] > €8 € I.
k=p(m)+1l=r(n)+1

1
|15 q ()| 155 ()]

Hence, {@y} is p-deferred 1,-statistically convergent almost surely to the fuzzy variable @. [
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Remark 2.38. Converse of Theorem 2.37 is not true in general. We illustrate the same in the following example

Example 2.39. Assume the credibility space (®, P (®©),Cr) to be 01,0, 03, . .. with

1 1.
SupQMGT k+1+17 lf Supek”eT k+l+1 <

_ _ _1
Cr(T) =41 SUPg, . eTe krlv1” if SUPg,, ere k+l+1
%, otherwise.

Let q (m) and s (n) be strictly increasing sequences of positive integers. Let us consider the double sequence {@y} of

/
l
2/

fuzzy variables as

(Dkl(9€®)={ Iél, de(rmw)is—e Vi(m) <k <g(m),s(n)— /s(n) <l <s(n) @)

and & = 0. Then, for any small € > 0 and any 6 = Oy,

‘{(k, D eN2: kel (m),] € Ly(n) & o) - 2(0)] > g}] NI
Lo (m)| |1 5(m)|

I (m)| |I ()|

Thus, for any 6 > 0 we obtain
5 [l kDeNzker, om) der ) & lou(0)-(@)e
{(’”' n) €N )
A/q(m) \/s(n) 6}

2.
{(m n) € N o] =

Since the set {(m n) € IN?: |I::($;”Ir' j((s)l > (S} is finite, so it belongs to I, therefore {®y} € #DS({;;{) (©,5.).

Howeuver, for any 0 = Oy
q(m) s(n)

am )
1 _ kl
TR Z Z |l0u(0) = @O) = Frm Z Z Kl

k=p(m)+1l=r(n)+1 k=q(m)— /_q(m)lzs(n)f [s(n)
3 3 3 3
(Zq,ﬁ —(q(m)— \/q(m)))(Zs,lz (s(n)— Vs(n))) y (Zq% —p(m))(Zsy,Z —r(n))
<
5 .

= pmxn(n) 2

Kl
= P
So, we have

qim)  s(n)

mm e N?: godes N Y low(6) - o(0)] > §

k=p(m)+1l=r(n)+1

(203 -pm)[253 -ri) o }

2.
S € N- g 2 2@

={uu+l,u+2,...}

for some u € IN and and so the set belongs to F (1) as I, is an admissible ideal. Thus {®y} ¢ DC({; ) (©,5.).

Theorem 2.40. If the double sequence {@} of fuzzy variables is 1,-deferred strongly Cesaro summable in credibility
to @, then {@y} is u-deferred I ,-statistically convergent in credibility to @.
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Proof. Let {@y} be a double sequence of fuzzy variable which is 7,-deferred strongly Cesaro summable in
credibility to @. Then, by the Definition 2.4 for all ¢, > 0, we obtain

q(m) s(n)
Z Cr(log —@ll =€) =064 € 1.
k=p(m)+1l=r(n)+1

1

2.
(m,n) e N-: O 0m) % ()

Now, for any ¢,6 > 0, we obtain

qim) — s(n) q(m)
Y, Crllou-allze)> Y Cr(lou-all>e)
k=p(m)+1l=r(n)+1 k=p(m)+1

Cr(||oy—ol[=€)=6

> |{(k, DeN?:kel (m),l€L(n) & Cr(log - all = ¢) > 5}| 5.
which implies

qm) — s(n)

1 — .
e XS] Y, ), Crllou-alze
k=p(m)+1l=r(n)+1

() € N2k € I (), ] € I;,(n) & Cr (0w — @l > €) > [3}| .

| ,q(m)III,S(n)I

Then, for any & > 0 we have

2.1
{(m/ n) € IN“: [L5 ()| |15 ()|

(kD e N2 kel (m),1 € I;, (), Cr(low - all > ¢) > )| 2 g}

qim)  s(n)

c {(m,m) e N?: ool Z Z Cr (loy — @l > €) > 6 b € 1.
i=p(m)+1j=r(n)+1

Hence, {@y} is p-deferred 1,-statistically convergent in credibility to the fuzzy variable ®. [
We state the following 3 results without proof, those can be established using standard techniques.

Theorem 2.41. If the double sequence {@y} of fuzzy variables is I,-deferred strongly Cesaro summable in mean to
@, then {@y} is u-deferred I,-statistically convergent in mean to @.

Theorem 2.42. Ifthe double sequence {@y} of fuzzy variables is 1 ,-deferred strongly Cesaro summable in distribution
to @, then {@y} is u-deferred I ,-statistically convergent in distribution to @.

Theorem 2.43. If the double sequence {@y) of fuzzy variables is I,-deferred strongly Cesaro summable uniformly
almost surely to @, then (@) is p-deferred I,-statistically convergent uniformly almost surely to @.

Definition 2.44. Any two fuzzy variable double sequences {@y} and {qi} are said to be equivalent w.r.t. (p,q) and
(r,s) if for any € > O, the following set

IM NI (m) N I () g }E .
L o (m)| |13 (m)|

{(m,n) e N?%:

where M := {(k,1) € N2 : @(6) # q0(0)}.

Theorem 2.45. Suppose {@} and {qu} are two equivalent fuzzy variable sequences w.r.t. (p,q) and (r,s). Then,
the double sequence {@y} is u-deferred I,-statistically convergent almost surely implies that double sequence {qy} is
u-deferred I ,-statistically convergent almost surely.
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Proof. Let the double sequence {@y} of fuzzy variables be py-deferred 1,-statistically convergent almost
surely. Then, forall €,0 > 0, thereisa T € P (®) with Cr{T} =1 and VO € T, the set

2. ; k l 2. k * Z % 9 _ 6 ) ]_
{(m,n)E]N e |{( 1) e N? ke, (m),] € Iy(n) & lou(6) — o )|zs}|zb eI,

Consider the set
M :={(k, 1) € N? : @(0) # qu(6)}
So, for any preassigned ¢ > 0 and 0 € T, we get

() e N?: keI (m), 1 € I (n) & 1gu(0) — 9(0)] > €}
= ((k,1) € N2 : k € M, | € My & Iqua(0) — 9(0)] = ¢)

U((k 1) € N? -k € Mg

¢ 1€ MS, & Igu(0) — q(0)] = &)

where My, g := I} (m) "M, M, := L ,(m) N M*, My := I} (n) N M and M;, := I} (n) N M".
Thus, we get

{(1) e N2 keI (m), 1 € I (n) & | (0) - 9(0)] 2 ¢}
C ((k,1) € N? -k € My, 1 € My & Iqiu(0) — 9(0)] = ¢)

U((k 1) € N2k € I (m), | € I; (n) & |on(6) — (0)] > ¢)

Therefore,

m {6 e N2 kel (m), 1 €I (n) & 1qu(6) — 9(0)] = e}'

< i 0o D € N2 sk e My 1€ My, &1gu(©) - ©)1 > €|

2. % * _ .
T T T | () € N2 :k € I, /(m), 1 € I () & |0u(6) — @(6)] > é}|

Therefore, for any 6 > 0 we obtain

fmm e N2 e (D € N2 sk € 8, € 120 & lga(©) - (6] 2 ]| > 6
{(m m €N s e (D € NP ke My, 1€ My & lgu®) - g(0)] 2 )| > 5}
O{mm) € N2 i 00D € N2 k€ ), T € 1) & 0(6) = 2(6) 2 o] 2 o).

As the right hand side set belongs to 1, and 6 € T was arbitrary, hence

(mm) e NP —
{mne ys<n>|

This implies that {qkl} is p-deferred 7,-statistically convergent almost surely. [J

‘ {(1) e N? -k eI, (m),1 € I; () & |qu(0) — 9(0)| > e}] > 5} e I.
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Theorem 2.46. Suppose {@w} and {qu} be two equivalent fuzzy variable sequences w.r.t. (p,q) and (r,s). Then, the
double sequence {@y} is p-deferred I,-statistically convergent uniformly almost surely implies that double sequence
{qu} is u-deferred I,-statistically convergent uniformly almost surely.

Proof. Consider 0 € © — (E ]-), where (E ) is the sequence of event such that DC( o) " lim Cr (Ej) = 0 for
each j and adapt the method which is followed in the Theorem 2.45. In this way, the proof can be obtained
easily. [

Definition 2.47. The double sequence {@y} of fuzzy variables is said to be u-I,-statistically convergent in credibility
to the fuzzy variable @ if for all €,6 > 0, and C > 0, the set

W| (k l) [S NZ 1k e I*(m),l [S F(?’l) & Cr{|loy — ol = €} > 5}' > C}

{(m n)e N?:

belongs to 1.
We denote it as ;572 (Oc;) — lim {@} = @. The space of all u-I,-statistically convergent fuzzy variable sequence in

credibility is demonstrated by HSI 2(Ocy) .

Theorem 2.48. Iflim inf,, z—: # 1 and liminf, :—: # 1 then ,S*2 (O¢;) C },DS( $ ” (Ocy).

Proof. Let liminf, % = a(# 1) and liminf, :—: = c¢(# 1). So, there exist b,d > 0 such that % >a+band
2—: > c +d for sufficiently large m, n. So, we get
Qm_PmZ b ,Sn—f’nz d .
Im a+b Sy c+d

Suppose (o) € ;572 (Ocy). Then, forall ¢,6 > 0, and C > 0, the set

{(m n) e N?: | (k ) e N?:kel'(m),l € I'(n) & Cr{|log — @l > €} > 5}' > c}

|[*(m )I II*(m)l

belongs to 7.
As lim,,, g (m) = 00 and lim,,,« 5 (1) = 00, we also have for any given ¢,6 > 0, and C > 0, the set
2,1
|I;(n)]

{(m n) € N L)

For any pair of sequences (p, q) and (r,s) which satisfy (1), I;(m) 5 I, ,(m) and I{(n) O I}(n) supply. So, we
have

|{(k, ) € N?: k€ L(m),] € I(n) & Cr {llog — @]l > ¢} > 6}| > c} e I,.

Mw {(1) € N? -k € I(m), 1 € I;(n) & Cr {l|lon — @]l > €} 2 5}‘

> il (kD) € N2 : keI, (m),] € I;,(n) & Cr{[lon - all = €] > 6}|

_ paellel 4
LEO] 5, em[[La)]

() € N>k € I (m), ] € I3, (m)} & Cr {llo - @l > &) > 5|

bd 1 . * *
> e o 106D € N2 < k € ), 1 € I ()} & Cr oy - @l = e} > 9|

and so

(a+b)(c+d) 1
bd om0

(k1) € N2 -k € I(m),1 € I:(n) & Cr {llon — @l > &} > 6}‘

2 () € N2k € I, (), ] € I;,(n) & Cr {lon — @l > ¢} > 5}|
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Hence, for any C > 0 we obtain

2. 1 2. * *
{(m,n) €N it 0D € N s ke Iy, L€ 1)
& Cr{l|lon — @l > €} 2 6} = C}
2. 1 2. + N
c {(m, meN: s (kD e N2 ke ), 1 € 1)

& Cr {llog — all = &} > )| > grivem ) € Lo

Therefore, we obtain (@) € HDS‘(TLZ ) Bcy). O

Remark 2.49. Ifliminf,, % # 1 and liminf, ;f * 1, then HSI 2(Oc;) C DC@ ) (Ocy).

Definition 2.50. The double sequence (@) of fuzzy variables is said to be 1, strongly Cesaro summable in credibility
to @ if for all € > 0 and 6 > O, the following set

{(m,n) eN?: %ZZCr(ll@kl EDE 5} eI

k=1 1=1
We denote it as C*2 (@c,) — lim @y = @. Space of all I, strongly Cesaro summable fuzzy variable double sequences
in credibility is denoted by DC'2 (Oc,).

Theorem 2.51. Ifliminf,, % # 1 and liminf, ;—'n’ # 1, then C2 (O¢,) C DC{; ) (Ocy).

Proof. Let lim inf, Z_ = a(# 1) and liminf, £ = ¢(# 1). So there exist b,d > 0 such that %‘ > a+band
& 2 ¢ +d for sufficiently large m, n. So, we get
‘%n_pmz b ,Sn—rnz d .
qm a+b Sn c+d

Suppose (@x) € C2 (@c,). Then for all ¢,6 > 0, the set

{(m,n) eN?: %ZZCr(Hwkl R 5}

k=1 I=1

belongs to 7.
As limy,—, g (m) = 00 and lim,,,« 5 (1) = oo, we also have for any given ¢, > 0, the set

) 1 q(m) s(n)
(m,n) € N2 : ZZCr(llmkl—@HZe)zé el

IR =1 I1=1

For any pair of sequences (p, q) and (r, s) which satisfy (1),

q(m) s(n) qim) — s(n)
Y Crllog-allze)=> Y, Y Crilon-al > e)
i=1 j=1 k=p(m)+1l=r(n)+1

holds and also implies that

q(m) s(i)
Y. Y Crlon - all > €)
k=1 I1=1
gim) — s(n)
Gn—Pm Sp—rn __1 1 .
Z Qm Sn qm_Pm Sp—In Z Z Cr (“CDk[ - (D” 2 é)

k=p(m)+1l=r(n)+1
q(m) s(n)
b _d 1
LLots Y Y Crllon-all 2 )
k=p(m)+1l=r(n)+1

\%
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and so

q(m) s(n) q(m) — s(n)

(a+ b)( * d)ZZCr(Hcakl ol > ¢) > m Z Z Cr(low = @l 2 €).

k=1 I=1 k=p(m)+1l=r(n)+1
Hence, for any 0 > 0 we obtain

qm)  s(n)

(mm) eN?: oL N Y Cr(log - all > ) > 6
k=p(m)+1l=r(n)+1

q(m) s(n)
{(m meN?: L H)ZZCr(llwkl ol =€) > (a+b)(c+d)} €I

k=1 I=1

Therefore (@y) € DC{;}M) Oc). O

Remark 2.52. Since each convergent double sequence {@y} of fuzzy variables in credibility belongs to ,S** (©c;) as
well as C*2 (Oc;). By Theorem 2.48 and 2.51 we have the following result, presented as a theorem.

Theorem 2.53. Ifadouble sequence {®y} of fuzzy variables is convergent in credibility then {@y} € HDS(IL; ) BOcr)N

DC,, ©c:).

Theorem 2.54. Ifhmmf B2 % 1 and liminf, 2 # 1, then ,S72 (©f) C HDS({;%) (©k), where ,S** (OF) demon-

strates space of all 1 - ystatzstzcally convergent fuzzy variable double sequences in mean.

Proof. The proof follows from the Theorem 2.48, considering uncertain expected value operator. [

Theorem 2.55. Ifliminf,, Z—: # land liminf, 2 # 1, then C* (©) C DC({j o (©F), where CL2 (@) demonstrates
space of all T,-Cesaro summable fuzzy variable sequences in mean.

Proof. Take uncertain expected value operator in the proof of Theorem 2.51. [J

Theorem 2.56. If liminf, 2 # 1 and liminf, 2 # 1, then ,S™ (©,) ¢ DS  (©,), where ,S™ (@) demon-
strates space of all 1»-,statistically convergent fuzzy variable sequences in distribution.

Proof. In the proof of 2.48. By taking fuzzy variable function, the proof can be established similarly. [

Theorem 2.57. Iflim inf,, 5—” # landliminf, 2 # 1, then chx (@ ) c DC({Jf% (G)q,), where C12 (G)(,,) demonstrates

space of all T,-Cesaro summable fuzzy variable sequences in distribution.
Proof. In the proof of Theorem 2.51. By taking fuzzy variable function, the proof can be established. [J

Definition 2.58. Suppose (©,P (®), Cr) be a credibility space. Let {@} be a double sequence of fuzzy variables. If
Ve, 0 >0, thereexistsa T € P (®O) with Cr{T} = 1and VYO € T, the set

{(m n) e N? - ’ (1) € N> :k € I'(m), 1 € I'(n) & |01 (6) — @(6)] > s}‘ > 5} eI

|I*(m )I |I*(m)|

In this case, we say {@y} is Io-ystatistically convergent in almost surely to the fuzzy variable @ and ,S"* (©,s.) —
lim {@y} = @. The space of all 1,-,statistically convergent fuzzy variable double sequences w.r.t. almost surely is

denoted by ,S*2 (©,).
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Theorem 2.59. If liminf,, 2 # 1 and liminf, 2 # 1, then ,S™ (@4s) C DS{; ) (@ps)-

Proof. Letliminf, Z—" =a(# 1) and lim inf, g— = ¢(# 1) so there exist b, d > 0 such that Z— >a+band ;— >c+d
for sufficiently large m, n. So, we get

qm_pm> b Sy,_rn> d
gn a+b’ s, c+d

Suppose {ox} € HSZ2 (©,5). Then, forall ¢,6 > 0, thereisa T € P (®) with Cr{T} =1 and YO € T, the set

{(m, n) e N?: W | (k ) e N?: k eI'(m),l € I'(n) & |ou(0) — @(6)| > s}| > 5} e I».
As limy, .« g (M) = o0 and lim,,_, 5 (1) = 00, we also have for any given ¢, 0 > 0, the set
(m,n) e N?: 1 |{(k, HeN?:ke L(m), 1 € [;(n) & |ow(0) — @(0)] > e}| >0 €,
L(m)| I (m)l
forall6 e T.

For any pair of sequences (p, q) and (r,s) which satisfy (1), I;(m) > I, ,(m) and {(n) O I;(n) supply. So,
we have

e (1) € N2 : k € I(m), ] € I:(n) & lou(6) — (6)] 2 g}|

[0 € N2 : ke I, (), ] € I} (n) & o (6) — @(6)] > e}‘

> 1
= |||z )

— |1 ()] [155)] 1
o] T o] Ez5 (o)

() e N> ke Iy om), 1 € I; () & l0u(6) - @(0)] = &l

(1) € N2 :k € I, (1), ] € I;,(n) & |ow(6) — @(6)] > 5}1

= (u+b)(c+d) |1p,,(m)||1 )]

and so

(a+b)(c+d) 1
N A RG]

[(c1) € N2 : k € I(m), ] € I:(n) & lou(6) — (6)] e}|

> m {(k ) eN?:kel (m),l €l (n) & lou(0) — @(0)| = é}‘ .

Hence, for any 0 > 0 we obtain

{(m,n) e N2

: Ww (1) e N? -k eI (m),1 € I; (1) & |@w(0) — @(0)] 2 €}| > 5}

2 . * *
{(m m e N e (D € N2 s ke 1ym), L e 1)
& |ou(0) - @(0)] 2 &) 2 5l e I, VOET.

Therefore, we obtain {@y} €, DS(‘;2 " (0©,5). O

Remark 2.60. Iflim mfm P “ # 1 and lim inf, z L # 1, then S] 2(0,5) C DC( ) (Ons).
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Definition 2.61. Let (©,P (®),Cr) be a credibility space. Let {@n} be a double sequence of fuzzy variables. If
Ve > 0, there existsa T € P (O) with Cr{T} =1and VO € T, the set

{(m,n) eN2: %ZZ@H(G) ~a(0) > 5} eI,

k=1 I1=1

In this case, we say {@y} is I, strongly Cesaro summable with respect to almost surely in credibility space to the
fuzzy variable @ and C*2 (©,) — lim (@x) = @. The space of all I, strongly Cesiro summable fuzzy variable double
sequences w.r.t. almost surely is demonstrated by C(0,s).

Theorem 2.62. If liminf, % # 1land liminf, * # 1, then c@,,) c DC({; o (©as.), where C’2 (@, demon-
strates space of all 1,-Cesaro summable fuzzy variable double sequences w.r.t. almost surely.

Proof. Letliminf,, p—;’; =a(# 1) and liminf, ;—: = c(# 1) so there exist b, d > 0 such that % >a+band ;—: >c+d
for sufficiently large m, n. So, we get

qm_pmZ b ,Sn—l’nz d '
Gm a+b’ sy, c+d

Suppose {oy} € C%2(@,s). Then, for all 6 > 0, there exists T € P (®) with Cr{T} = 1 and VO € T, the set

{(m,n) e N2 : %ZZI(DH(G) — @(0)] > 5}

k=1 I1=1

belongs to 7.
As limy,, g (m) = 00 and lim,,,« s (11) = o0, we also have for any given ¢, > 0, the set

q(m) s(n)
{(m,n) EN?: ZZ@H(G) —a(0) = 5} eI

IR k=1 I=1

For any pair of sequences (p, q) and (r, s) which satisfy (1),

q(m) s(n) q(m) s(n)
Y Ylou-alz Y, Y lou®) - 0O)
k=1 I=1 k=p(m)+1l=r(n)+1

holds and also implies that

q(m) s(n)
Y. lou(0) - a(0)]
k=1 I=1
q(m) s(n)
> betracn Lo 1 NN |ou(0) - @(0)

k=p(m)+1l=r(n)+1
qm) — s(n)

b d 1
T+b o+d oM () Z Z lox(0) — @(6)]
k=p(m)+1l=r(n)+1

\%

and so

(a+Db)(c+d) ) st 1 gm)  s(n)
e WICCORECE T ) Y, ) 10u(®) - 0(0)

k=1 I=1 k=p(m)+1l=r(n)+1
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Hence, for any 0 > 0 we obtain

qim) — s(n)

mmeN: ool Y Y ou(©) - a(0)] = 6
k=p(m)+1l=r(n)+1

q(m) s(in)
2. _1 sbd
< {(m,n) € IN": oo z E @ (6) — @(0)] = m} € 1,.
k=1 I=1

Therefore {@y) € DC(II; ) (©ps). O

As every double sequence {®y} of fuzzy variables belongs to ySZ 2(@O¢;) as well as C?2 (O¢,) so we have
following remark which can be proved by using Theorem 2.59 and Theorem 2.62.

Remark 2.63. Ifa double sequence {@y} of fuzzy variables is convergent almost surely then {oy} € },DS{I; ) (©,:)N

DC(; ) (©us).

Theorem 2.64. [fliminf,, 2 # 1and liminf, 2 # 1, then ,S™ ®uas.) € uDS},) Ouas. ), where S™ @as.)

denotes space of all |1 — 1 ,-statistically convergent fuzzy variable double sequences w.r.t. uniformly almost surely.

Proof. Consider the events 0 € ® — {F;}, where sequence {F;} be such that HDS{(; 0~ lim Cr {F;} = 0 and adapt
the method which is used in the Theorem 2.59. [

Theorem 2.65. If lim inf,, f;—" # 1and liminf, 2 # 1, then CL2(@,,s) C DC({ﬁ 0 ©uas. ), where C1 (©y.04.)
denotes space of all 1,-Cesaro summable fuzzy variable double sequences w.r.t. uniformly almost surely.

Proof. Once again, considering the events from © — {F;}, one can prove the theorem by following the
technique of Theorem 2.62. [

3. Conclusion

The findings of this research work adds to the domains of summability theory using the credibility
theory. We have introduced various types of deferred strongly Cesaro summable double sequence of fuzzy
variables using credibility theory via ideals. Existence of such sequences are shown for the purpose and
characteristics of these notions are established to some extent. We also initiated the notion of deferred
statistically convergent double sequences in a credibility space in different aspects using credibility mea-
sure operator, expected value operator (mean), credibility distribution function and also by reducing the
domain of definition of fuzzy variables in respect certain conditions (almost surely and uniformly almost
surely). For each cases the interconnection between deferred statistically convergent double sequences and
deferred strongly Cesaro summable double sequence are studied. This study’s findings are more generic
and a natural extension of the traditional convergence of fuzzy variable double sequences.

Acknowledgement. The authors would like to thank the anonymous referee for their comments that
helped us improve this article.
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