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Weyl type theorem and its perturbations for bounded linear operators
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Abstract. As two variations of Weyl’s theorem, a-Weyl’s theorem and property (ω) are introduced by
Rakočević. In this paper, we study a-Weyl’s theorem and property (ω) for functions of bounded linear
operators. And concrete examples are given to show that the two properties are independent of each other.
We give the necessary and sufficient condition for a bounded linear operator with both a-Weyl’s theorem
and property (ω) utilizing the induced spectrum of topological uniform descent. Also, we investigate the
perturbations of operator functions satisfying both a-Weyl’s theorem and property (ω).

1. Introduction

Weyl examined the spectra of all compact perturbations of a Hermitian operator on a Hilbert space
and found that their intersection consisted precisely of those points of the range that were not isolated
eigenvalues of finite multiplicity ([7]). This observation was later called “Weyl’s theorem”. After that, a lot
of variants of this theorem appeared. Among them are properties (w) and the a-Weyl’s theorem. And many
researchers have done a lot of work on property (ω) and a-Weyl’s theorem, respectively. ([2, 4, 8]). The
study of spectral structures of operators and their functional calculus obeying these variants of the Weyl’s
theorem is also a common research direction in spectral theory. The preservation of the Weyl-type theorem
under certain classes of perturbations has been studied initially in a series of papers. ([9, 13, 18]).

2. Preliminary Definitions and Facts

Throughout this note, Let H denote a complex infinite dimensional Hilbert space and B(H) be the
algebra of all bounded linear operators on H and K (H) be the two-sided closed ideal of B(H) which
consists of all compact operators onH . For T ∈ B(H), we denote by N(T) and R(T) the kernel and the range
of T, respectively. Put n(T) = dimN(T) and d(T) = codimR(T). If n(T) < ∞ and R(T) is closed, we say T is an
upper semi-Fredholm operator, while T is called a lower semi-Fredholm operator if d(T) < ∞. Especially if
n(T) = 0 and R(T) is closed, then T is called bounded from below. T is said to be a semi-Fredholm operator
if T is upper semi-Fredholm or lower semi-Fredholm. Now, the index of T is written as ind(T) = n(T)−d(T).
In particular, if −∞ < ind(T) < ∞, T is called a Fredholm operator. An operator, T, is considered Weyl if it
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is Fredholm with ind(T) = 0. Let C andN denote the set of complex numbers and the set of non-negative
integers, respectively. The ascent and descent of T are defined respectively by

asc(T) := inf{n ∈N : N(Tn) = N(Tn+1)}

and
des(T) := inf{n ∈N : R(Tn) = R(Tn+1)}.

As we all know, if both asc(T) and des(T) are finite, then asc(T) = des(T)[5], and now T is said to be Drazin
invertible. If T−λI is Drazin invertible and λ ∈ σ(T), λ is called a pole of resolvent([12]), where σ(T) denotes
the usual spectrum of T. If T is Fredholm of finite ascent and descent, it is called a Browder operator. It is
easily shown that T is Browder if it is Drazin invertible and n(T) < ∞.

We use σSF+ (T), σw(T), σb(T), σD(T) and σa(T) denote the upper semi-Fredholm spectrum, the Weyl
spectrum, the Browder spectrum, the Drazin invertible spectrum and the approximate point spectrum
of T respectively. Define ρea(T) = {λ ∈ C : T − λI is upper semi-Fredholm and ind(T − λI) ≤ 0} and
ρab(T) = {λ ∈ C : T−λI is upper semi-Fredholm and asc(T−λI) < ∞}, the Weyl essential approximate point
spectrum σea(T) = C\ρea(T) and the Browder essential approximate point spectrum σab(T) = C\ρab(T).

Put ρSF+ (T) = C\σSF+(T), ρa(T) = C\σa(T) and ρb(T) = C\σb(T). Denote

ρ+SF(T) = {λ ∈ ρSF(T) : ind(T − λI) > 0}

and
ρ−SF(T) = {λ ∈ ρSF(T) : ind(T − λI) < 0},

where ρSF(T) = {λ ∈ C : T − λI is semi-Fredholm}.
We use ∂E, intE, isoE, and accE to represent the boundary points, interior points, isolated points, and

accumulation points of a subset E ⊆ C, respectively.
If all the curves forming the boundary of a Cauchy domain Ω([3]) are regular analytic Jordan curves,

then Ω referred to is an analytical Cauchy domain. For T ∈ B(H), if σ is a clopen subset of σ(T), then there
exists an analytic Cauchy domainΩ such that σ ⊆ Ω and [σ(T) \ σ]∩Ω = ∅, whereΩ is the closure ofΩ. We
denote by E(σ; T) the Riesz idempotent of T corresponding to σ, i.e.,

E(σ; T) =
1

2πi

∫
Γ

(λI − T)−1dλ,

where Γ = ∂Ω is positively oriented with respect to Ω in the sense of complex variable theory. In this case,
we have H(σ; T) = R(E(σ; T)). Clearly, if λ ∈ isoσ(T), then {λ} is a clopen subset of σ(T). We write H(λ; T)
instead of H({λ}; T); if in addition, H(λ; T) < ∞, then λ ∈ σ(T) \ σb(T).

The operator range topology on R(Tn) is defined by the norm ∥ · ∥n such that for all y ∈ R(Tn), ∥y∥n :=
inf{∥x∥ : x ∈ H , y = Tnx}. If M is a subspace of R(Tn), then cl(M) is the closure of M in the operator range
topology on R(Tn).

Let T ∈ B(H), and d ∈ N, T is said to have uniform descent d, if R(T) +N(Tn) = R(T) +N(Td) for n ≥ d.
If, in addition, R(Tn) is closed in the operator range topology on R(Td), for n ≥ d, then T is said to have
topological uniform descent (TUD for brevity) d. Grabiner introduces operators with TUD in ([12]).

The topological uniform descent spectrum of T is defined as

στ(T) = {λ ∈ C : T − λI does not have TUD}.

Put ρτ(T) = C\στ(T). Clearly, ρSF(T) ⊆ ρτ(T). The reader could refer to [17] for more details.
For T ∈ B(H), Hol(σ(T)) denotes the set of all functions which are analytic on a neighborhood of σ(T)

and are not constant on any component of σ(T). Given f ∈ Hol(σ(T)), we let f (T) denote the Riesz-Dounford
functional calculus of T with respect to f ([10]).

Next, the definitions of the central notions studied in this article will be given. Let

π00(T) := {λ ∈ isoσ(T) : 0 < dimN(T − λI) < ∞}
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and
πa

00(T) := {λ ∈ isoσa(T) : 0 < dimN(T − λI) < ∞}.

We say that Weyl’s theorem holds for T ∈ B(H) if σ(T) \ σw(T) = π00(T). The following two variants of
Weyl’s theorem have been introduced by Rakoc̆ević [15, 16].

Definition 2.1. A bounded linear operator T ∈ B(H) is said to satisfy property (ω), denoted by T ∈ (ω) if

σa(T)\σea(T) = π00(T),

and is said to satisfy a-Weyl’s theorem, if
σa(T) \ σea(T) = πa

00(T),

and that a-Browder’s theorem holds for T if σea(T) = σab(T).

More recent papers have investigated property(ω) and a-Weyl’s theorem([7][10]). From the definitions
of those Weyl type theorem, if T ∈ B(H), we see that [11, 14]

either a-Weyl’s theorem or property (ω)⇒ σea(T) = σab(T).

This paper will focus on the characteristics of operators and their functional calculus that satisfies a-
Weyl’s theorem and property (ω) simultaneously. In Section 2, the preliminary definition and the main
terminology are given. In Section 3, using the spectrum derived from topological uniform descent, we
provide the necessary and sufficient condition for bounded linear operators with both a-Weyl’s theorem
and property (ω). Moreover, we will provide the necessary and sufficient conditions for the simultaneous
existence of the two properties for the first time. Section 4 investigates how property (ω) and a-Weyl’s
theorem are simultaneously stable under compact perturbations.

3. A-Weyl’s theorem and property (ω) for operators

In this section, before giving the main topic of this note, we find that there is no inevitable connection
between a-Weyl’s theorem and property(ω) in general.

Remark 3.1.

(i) Property(ω) cannot induce a-Weyl’s theorem.

Example 3.2. Let A,B ∈ B(ℓ2) be defined by

A(x1, x2, x3, · · · ) = (0, x1, x2, x3, · · · ) and B(x1, x2, x3, · · · ) = (0, 0,
x2

2
,

x3

3
, · · · ).

Put T =
(

A 0
0 B

)
Then we have σa(T) = σea(T) = {0} ∪ {λ ∈ C : |λ| = 1}, πa

00(T) = {0} and π00(T) = ∅. This means that
property(ω) holds for T, but a-Weyl’s theorem fails for T.

(ii) A-Weyl’s theorem cannot induce property (ω).

Example 3.3. Let A, B ∈ B(ℓ2) be defined by

A(x1, x2, x3, · · · ) = (0, x1, x2, x3, · · · ) and B(x1, x2, x3, · · · ) = (x1, 0, x3, x4, · · · ).

Let T =
(

A 0
0 B

)
Then we have σa(T) = {0} ∪ {λ ∈ C : |λ| = 1}, σea(T) = {λ ∈ C : |λ| = 1}, πa

00(T) = {0} and π00(T) = ∅.
T satisfies a-Weyl’s theorem, but not property (ω).

(iii) If T satisfies a-Weyl’s theorem as well as property (ω), then π00(T) = πa
00(T). A-Weyl’s theorem and property (ω)

are equivalent in this case.
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Clearly, from Remark 3.1, there is no inevitable connection between a-Weyl’s theorem and property (ω).
It remains interesting for us to discuss the simultaneous existence of the two properties. For convenience,
set

N := {T ∈ B(H) : T satisfies a-Weyl’s theorem as well as property(ω)}.

Theorem 3.4. Let T ∈ B(H).Then, the following properties are equivalent:
(i) T ∈ N ;
(ii) σb(T) = [στ(T) ∩ accσa(T)] ∪ accσea(T) ∪ {λ ∈ C : n(T − λI) = ∞} ∪ {λ ∈ σ(T) : n(T − λI) = 0}.

Proof. (i)⇒ (ii), the inclusion “⊇” is clear. For the opposite inclusion, take arbitrarilyλ0 < [στ(T)∩accσa(T)]∪
accσea(T) ∪{λ ∈ C : n(T − λI) = ∞} ∪ {λ ∈ σ(T) : n(T − λI) = 0}. Without loss of generality, we assume that
λ0 ∈ σ(T). Then 0 < n(T−λ0I) < ∞. Besides, since λ0 < accσea(T), there exists some ϵ > 0 such that λ ∈ ρea(T)
if 0 < |λ − λ0| < ϵ. There are two cases to consider:

Case 1 λ0 < στ(T).

(a) If there exists λ1 satisfying 0 < |λ1 − λ0| small enough and λ1 ∈ σa(T)\σea(T), using the fact that property
(ω) holds for T, we have that T − λ1I is Browder which means that λ0 ∈ ∂σ(T). From Theorem 4.9 in [15],
we get that λ0 ∈ ρD(T) = C\σD(T). Since 0 < n(T − λ0I) < ∞, it follows that λ0 ∈ ρb(T). Hence λ0 < σb(T).

(b) Now, we suppose that λ2 ∈ ρa(T) if 0 < |λ2 − λ0| small enough. Then λ0 ∈ πa
00(T). Since T satisfies

a-Weyl’s theorem and property (ω), it follows that T − λ0I is Browder. Again, we get that λ0 < σb(T).
Case 2 λ0 < accσa(T). In this case, λ0 ∈ isoσa(T) and 0 < n(T − λ0I) < ∞ which implies that λ0 ∈ πa

00(T).
From the assumption (i) of this theorem, yields that λ0 ∈ σ(T) \ σb(T). Thus, λ0 < σb(T)

(ii)⇒ (i), since {[σa(T)\σea(T)] ∪ πa
00(T)} ∩ [στ(T) ∩ accσa(T)] = {[σa(T)\σea(T)] ∪ πa

00(T)} ∩ [accσea(T) ∪ {λ ∈
C : n(T −λI) = ∞}∪ {λ ∈ σ(T) : n(T −λI) = 0}] = ∅, we get that {[σa(T)\σea(T)]∪πa

00(T)} ∩ σb(T) = ∅, σa(T)\σea
(T) ⊆ ρb(T). Also since π00(T) ⊆ πa

00(T) ⊆ ρb(T), σa(T)\σea(T) = π00(T) = πa
00(T), it follows that T satisfies

a-Weyl’s theorem and property (ω).

Remark 3.5. If T satisfies a-Weyl’s theorem and property (ω), then the four parts of σb(T) in Theorem 3.4 are essential.
Let us see the following examples.

(i) Let A, B ∈ B(ℓ2) be defined by A(x1, x2, x3, · · · ) = (x1,
x2
2 ,

x3
3 ,

x4
4 · · · ) and B(x1, x2, x3, · · · ) = (0, 0, x2

2 ,
x3
3 , · · · ). Put

T =
(

A 0
0 B

)
Then a-Weyl’s theorem and property (ω) hold for T. But σb(T) , accσea(T) ∪ {λ ∈ C : n(T − λI) =

∞} ∪ {λ ∈ σ(T) : n(T − λI) = 0}.
(ii) Let T ∈ B(ℓ2) be the left shift operator, defined as T(x1, x2, x3, · · · ) = (x2, x3, x4, x5 · · · ). It is evident that T ∈ N .
However, σb(T) , [στ(T) ∩ accσa(T)] ∪ {λ ∈ C : n(T − λI) = ∞} ∪ {λ ∈ σ(T) : n(T − λI) = 0}.

(iii) Let T ∈ B(ℓ2) be defined by T(x1, x2, x3, · · · ) = (0, x2, x3, x4, · · · ). Then T satisfies a-Weyl’s theorem and property
(ω). But σb(T) , [στ(T) ∩ accσa(T)] ∪ accσea(T) ∪ {λ ∈ σ(T) : n(T − λI) = 0}.

(iv) Let T ∈ B(ℓ2) be defined by T(x1, x2, x3, · · · ) = (0, x1,
x2
2 ,

x3
3 , · · · ). Also, a straightforward calculation shows that T

obeys a-Weyl’s theorem and property (ω). However, σb(T) , [στ(T)∩accσa(T)]∪accσea(T)∪{λ ∈ C : n(T−λI) = ∞}.

Corollary 3.6. Let T ∈ B(H). Then T ∈ N if and only if πa
00(T) ⊆ ρτ(T) ⊆ accσea(T) ∪ {λ ∈ C : n(T − λI) =

∞} ∪ {λ ∈ σ(T) : n(T − λI) = 0} ∪ ρb(T).

Proof. ⇒Note that according to T ∈ N , πa
00(T) ⊆ [σ(T) \σb(T)]∪ρτ(T). For λ0 ∈ ρτ(T), if λ0 < accσea(T)∪ {λ ∈

C : n(T − λI) = ∞} ∪ {λ ∈ σ(T) : n(T − λI) = 0}. Then λ0 < [στ(T)∩ accσa(T)]∪ accσea(T)∪ {λ ∈ C : n(T − λI) =
∞} ∪ {λ ∈ σ(T) : n(T − λI) = 0}. Theorem 3.4 yields that λ0 < σb(T) which means that λ0 ∈ ρb(T).
⇐ By the part (ii) of Theorem 3.4, we need only to prove that σb(T) ⊆ [στ(T)∩ accσa(T)]∪ accσea(T)∪ {λ ∈

C : n(T − λI) = ∞} ∪ {λ ∈ σ(T) : n(T − λI) = 0}. If λ0 < [στ(T) ∩ accσa(T)] ∪ accσea(T) ∪ {λ ∈ C : n(T − λI) =
∞} ∪ {λ ∈ σ(T) : n(T − λI) = 0}, assume that λ0 ∈ σ(T). Then 0 < n(T − λ0I) < ∞. Since λ0 < στ(T) ∩ accσa(T),
we know that λ0 ∈ πa

00(T) or λ0 ∈ ρτ(T) \ [accσea(T) ∪ {λ ∈ C : n(T − λI) = ∞} ∪ {λ ∈ σ(T) : n(T − λI) = 0}].
Thus, λ0 ∈ πa

00(T) or λ0 ∈ ρb(T). By the assumption and since clearly πa
00(T)∩ [accσea(T)∪{λ ∈ C : n(T−λI) =

∞} ∪ {λ ∈ σ(T) : n(T − λI) = 0} ∪ ρb(T)] = ∅, we infer that πa
00(T) ⊆ ρb(T). Therefore λ0 ∈ ρb(T) that is

λ < σb(T).
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Applying {λ ∈ σ(T) : n(T − λI) = 0} = {λ ∈ σa(T) : n(T − λI) = 0} ∪ [ρa(T) ∩ σ(T)], we obtain the following
result.

Corollary 3.7. Let T ∈ B(H). Then T ∈ N if and only if σb(T) = [στ(T) ∩ accσa(T)] ∪ accσea(T) ∪ {λ ∈ C :
n(T − λI) = ∞}{λ ∈ σa(T) : n(T − λI) = 0} ∪ [ρa(T) ∩ σ(T)].

Recall that T ∈ B(H) is called a-isoloid if isoσa(T) ⊆ σp(T), where σp(T) denotes the point spectrum of T.
For T ∈ B(H), it is well known that ρa(T) ∩ σ(T) ⊆ {λ ∈ σ(T) : n(T − λI) = 0}. From Theorem3.4, we obtain
the following result:

Corollary 3.8. Let T ∈ B(H). Then T ∈ N is a-isoloid if and only if σb(T) = [στ(T) ∩ accσa(T)] ∪ accσea(T) ∪ {λ ∈
C : n(T − λI) = ∞} ∪ [ρa(T) ∩ σ(T)].

Proof. ⇒.Clearly, Theorem 3.4 implies that σb(T) = [στ(T) ∩ accσa(T)] ∪ accσea(T) ∪ {λ ∈ C : n(T − λI) =
∞} ∪ {λ ∈ σ(T) : n(T − λI) = 0}. Now, when λ0 < accσea(T), we have that λ0 ∈ isoσa(T) ∪ ρa(T) or
λ0 ∈ ∂σ(T). Then by hypothesis T is a-isoloid, this means that {λ ∈ isoσa(T) : n(T − λI) = 0} = ∅, so
that {λ ∈ σ(T) : n(T − λI) = 0} = [ρa(T) ∩ σ(T)] ∪ {λ ∈ σa(T) : n(T − λI) = 0 and R(T − λI) is not closed}.
Write Γ = {λ ∈ σa(T) : n(T − λI) = 0 andR(T − λI) is not closed}. Since {λ ∈ isoσa(T) : n(T − λI) =
0} = ∅ it is known that Γ ⊆ accσa(T). When λ < στ(T) ∪ accσea(T), together with λ0 ∈ isoσa(T) ∪ ρa(T)
or λ0 ∈ ∂σ(T) ensure that λ0 ∈ isoσa(T) ∪ ρa(T) or λ0 ∈ ρD(T). Hence λ0 < Γ hold for such λ0, that is
Γ ⊆ στ(T) ∪ accσea(T). Then it follows from a combination of Γ ⊆ accσa(T) and accσea(T) ⊆ accσa(T) that
Γ ⊆ [στ(T) ∪ accσea(T)] ∩ accσa(T)= [στ(T) ∩ accσa(T)] ∪ [accσea(T) ∩ accσa(T)]= [στ(T) ∩ accσa(T)] ∪ accσea(T),
which implies that {λ ∈ σ(T) : n(T − λI) = 0} ⊆ [ρa(T) ∩ σ(T)] ∪ [στ(T) ∩ accσa(T)] ∪ accσea(T). Thus
σb(T) ⊆ [στ(T) ∩ accσa(T)] ∪ accσea(T) ∪ {λ ∈ C : n(T − λI) = ∞} ∪ [ρa(T) ∩ σ(T)] and the reverse inclusion is
clear.
⇐ First note that ρa(T) ∩ σ(T) ⊆ {λ ∈ σ(T) : n(T − λI) = 0} which means that σb(T) ⊆ [στ(T) ∩ accσa(T)] ∪

accσea(T) ∪ {λ ∈ C : n(T − λI) = ∞} ∪ {λ ∈ σ(T) : n(T − λI) = 0} and since the reverse inclusion is always
authentic, combined with Theorem 3.4, we then conclude that T ∈ N . Observe that {λ ∈ isoσa(T) :
n(T − λI) = 0} ∩

{
[στ(T) ∩ accσa(T)] ∪ accσea(T) ∪ {λ ∈ C : n(T − λI) = ∞} ∪ [ρa(T) ∩ σ(T)]

}
= ∅, and thus

{λ ∈ isoσa(T) : n(T−λI) = 0}∩σb(T) = ∅ implies that {λ ∈ isoσa(T) : n(T−λI) = 0} ⊆ ρb(T). Since n(T−λI) = 0,
we obtain that {λ ∈ isoσa(T) : n(T − λI) = 0} ⊆ ρ(T). But {λ ∈ isoσa(T) : n(T − λI) = 0} ⊆ σ(T) is equivalent to
saying that {λ ∈ isoσa(T) : n(T − λI) = 0} = ∅, that is, T is a-isoloid.

Obviouslyσab(T) ⊆ σa(T), then we replace accσa(T) by accσab(T). Letσc(T) := {λ ∈ C : R(T−λI)is not closed}.
Then, the following corollaries are easily obtained.

Corollary 3.9. Let T ∈ B(H). Then, the following statements are equivalent.

(i) T ∈ N ;

(ii) σb(T) = [στ(T) ∩ accσab(T)] ∪ [ρτ(T) ∩ accσea(T)] ∪ {λ ∈ C : n(T − λI) = ∞} ∪ {λ ∈ σ(T) : n(T − λI) =
0} ∪ [accisoσa(T) ∩ σc(T)].

Proof. ⇒Follows immediately from Theorem 3.4, noting that σb(T) = [στ(T) ∩ accσa(T)] ∪ accσea(T) ∪ {λ ∈
C : n(T − λI) = ∞} ∪ {λ ∈ σ(T) : n(T − λI) = 0}. Then στ(T) ∩ accσa(T) can be decomposed into: στ(T) ∩
accσa(T) =[στ(T)∩accσa(T)∩accσab(T)]∪

{
στ(T)∩[accσa(T)\accσab(T)]

}
= [στ(T)∩accσab(T)]∪

{
στ(T)∩[accσa(T)\

accσab(T)]
}
. For convenience, write ∆ := στ(T) ∩ [accσa(T) \ accσab(T)], we get that ∆ ⊆ στ(T) ∩ accisoσa(T)=

[στ(T)∩accisoσa(T)∩σc(T)]∪[στ(T)∩accisoσa(T)∩ρc(T)]⊆ [accisoσa(T)∩σc(T)]∪[στ(T)∩ρc(T)]. However,since
στ(T) ∩ ρc(T) ⊆ {λ ∈ C : n(T − λI) = ∞} it follows that ∆ ⊆ [accisoσa(T) ∩ σc(T)] ∪ {λ ∈ C : n(T − λI) = ∞}.
Hence, στ(T) ∩ accσa(T) ⊆ [στ(T) ∩ accσab(T)] ∪ {λ ∈ C : n(T − λI) = ∞} ∪ [accisoσa(T) ∩ σc(T)]. Note that
accσea(T) = [στ(T) ∩ accσea(T)] ∪ [ρτ(T) ∩ accσea(T)], together with accσea(T) ⊆ accσab(T), we know that

accσea(T) ⊆ [στ(T) ∩ accσab(T)] ∪ [ρτ(T) ∩ accσea(T)]
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. Therefore σb(T) ⊆ [στ(T)∩ accσab(T)]∪ [ρτ(T)∩ accσea(T)]∪ {λ ∈ C : n(T − λI) = ∞}∪ {λ ∈ σ(T) : n(T − λI) =
0} ∪ [accisoσa(T) ∩ σc(T)]. The converse inclusion is obvious.
⇐Note that [σa(T) \ σea(T)] ∩

{
[στ(T) ∩ accσab(T)] ∪ [ρτ(T) ∩ accσea(T)] ∪ {λ ∈ C : n(T − λI) = ∞} ∪{λ ∈

σ(T) : n(T − λI) = 0} ∪ [accisoσa(T) ∩ σC(T)]
}
= ∅ and

πa
00(T) ∩

{
[στ(T) ∩ accσab(T)] ∪ [ρτ(T) ∩ accσea(T)] ∪ {λ ∈ C : n(T − λI) = ∞}∪{λ ∈ σ(T) : n(T − λI) =

0} ∪ [accisoσa(T) ∩ σC(T)]
}
= ∅. Hence, σa(T) \ σea(T) ⊆ σ0(T) ⊆ π00(T) ⊆ πa

00(T),π00(T) ⊆ πa
00(T) ⊆ σ0(T) ⊆

σa(T) \ σea(T). Therefore σa(T) \ σea(T) = π00(T) and σa(T) \ σea(T) = πa
00(T) which implies that T ∈ N .

It is known that accisoσa(T)∩σc(T) ⊆ accisoσa(T) and ρea(T)∩accisoσa(T) = ∅. We can improve the previous
result.

Corollary 3.10. Let T ∈ B(H). Then T ∈ N if and only if σb(T) = [στ(T)∩ accσab(T)]∪ [ρτ(T)∩ accσea(T)]∪ {λ ∈
C : n(T − λI) = ∞} ∪ {λ ∈ σ(T) : n(T − λI) = 0} ∪ accisoσa(T).

Let πa f
00(T) := {λ ∈ isoσa(T) : n(T − λI) < ∞}. Then, similar to Corollary 3.6, we get:

Corollary 3.11. Let T ∈ B(H). Then T ∈ N is a-isoloid if and only if πa f
00(T) ⊆ ρτ(T) ⊆ accσea(T) ∪ {λ ∈ C :

n(T − λI) = ∞} ∪ [ρa(T) ∩ σ(T)] ∪ ρb(T).

Furthermore, replacing in the above corollaries the assumption accσea(T) by intσea(T). Since intσea(T) ⊆
accσea(T), we get:

Corollary 3.12. Let T ∈ B(H). Then, the following statements are equivalent.

(i) T ∈ N and σ(T) = σa(T);

(ii) σb(T) = [στ(T) ∩ accσa(T)] ∪ accσea(T) ∪ {λ ∈ C : n(T − λI) = ∞} ∪ {λ ∈ σa(T) : n(T − λI) = 0};

(iii) πa
00(T) ⊆ ρτ(T) ⊆ accσea(T) ∪ {λ ∈ C : n(T − λI) = ∞} ∪ {λ ∈ σa(T) : n(T − λI) = 0} ∪ ρb(T);

(iv) σb(T) = [στ(T) ∩ accσab(T)] ∪ [ρτ(T) ∩ accσea(T)] ∪ {λ ∈ C : n(T − λI) = ∞} ∪ {λ ∈ σa(T) : n(T − λI) =
0} ∪ accisoσa(T);

(v) σb(T) = [στ(T) ∩ accσa(T)] ∪ intσea(T) ∪ {λ ∈ C : n(T − λI) = ∞} ∪ {λ ∈ σa(T) : n(T − λI) = 0};

(vi) πa
00(T) ⊆ ρτ(T) ⊆ intσea(T) ∪ {λ ∈ C : n(T − λI) = ∞} ∪ {λ ∈ σa(T) : n(T − λI) = 0} ∪ ρb(T).

Corollary 3.13. Let T ∈ B(H). Then, the following statements are equivalent.

(i) T ∈ N is a-isoloid and σ(T) = σa(T);

(ii) σb(T) = [στ(T) ∩ accσa(T)] ∪ {λ ∈ C : n(T − λI) = ∞} ∪ accσea(T);

(iii) πa f
00(T) ⊆ ρτ(T) ⊆ accσea(T) ∪ {λ ∈ C : n(T − λI) = ∞} ∪ ρb(T);

(iv) σb(T) = [στ(T) ∩ accσa(T)] ∪ intσea(T) ∪ {λ ∈ C : n(T − λI) = ∞};

(v) πa f
00(T) ⊆ ρτ(T) ⊆ intσea(T) ∪ {λ ∈ C : n(T − λI) = ∞} ∪ ρb(T).

We will provide another characterization of the operators that satisfy property (ω) and a-Weyl’s theorem
below.

Theorem 3.14. Let T ∈ B(H). Then, the following statements are equivalent.

(i) T ∈ N ;

(ii) σab(T) = [στ(T) ∩ accσa(T)] ∪ intσea(T) ∪ {λ ∈ C : n(T − λI) = ∞} and π00(T) = πa
00(T).
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4. Property (ω) and a-Weyl’s theorem for functions of operators

Next, the property (ω) and a-Weyl’s theorem for functions of operators will then be explored via the
topological uniform descent spectrum for operators. To begin with, we have the following facts. The
following lemma directly results from [14], Lemma 2.9; its proof is omitted here.

Lemma 4.1 ([14],Lemma 2.9). Let T ∈ B(H) and f ∈ Hol(σ(T)). Suppose that f (T) − µ0I = a(T − λ1I)n1 (T −
λ2I)n2 · · · (T − λkI)nk , where a ∈ C and λi , λ j(i , j). If λi ∈ isoσa(T), then µ0 ∈ isoσa( f (T)).

Initially, we consider the a-Weyl’s theorem for functions of operators.

Theorem 4.2 ([14],Theorem 1.1). Let T ∈ B(H). Then f (T) satisfies a-Weyl’s theorem for all f ∈ Hol(σ(T)) if and
only if the following conditions are fulfilled:

(i) T obeys a-Weyl’s theorem;

(ii) ind(T − λI) · ind(T − µI) ≥ 0 for any pairs of λ, µ ∈ ρSF+ (T);

(iii) If σa(T)\σab(T) , ∅, then σSF+ (T) = accσa(T) ∪ {λ ∈ C : n(T − λI) = ∞}.

Let σ0(T) denote the set of all normal eigenvalues of T. Furthermore, σ0(T) := σ(T)\σb(T). Similar to
Theorem 1.2 in [14], we obtain the property (ω) for functions of operators by using the topological uniform
descent spectrum.

Theorem 4.3. Let T ∈ B(H). Then f (T) ∈ (ω) for all f ∈ Hol(σ(T)) if and only if the following conditions hold:

(i) T ∈ (ω);

(ii) ind(T − λI) · ind(T − µI) ≥ 0 for any pairs of λ, µ ∈ ρSF+ (T);

(iii) If σ0(T) , ∅, then σb(T) = [στ(T) ∩ accσ(T)] ∪ accσea(T) ∪ {λ ∈ C : n(T − λI) = ∞}.

An immediate consequence of the previous theorem is the following result.

Corollary 4.4. Let T ∈ B(H). If σ0(T) , ∅, then f (T) ∈ (ω) for all f ∈ Hol(σ(T)) if and only if σb(T) =
[στ(T) ∩ accσa(T)] ∪ accσea(T) ∪ {λ ∈ C : n(T − λI) = ∞}.

Using the above corollaries, we have the following result.

Corollary 4.5. Let T ∈ B(H). Then f (T) ∈ N for all f ∈ Hol(σ(T)) if and only if the following conditions hold:

(i) T ∈ N ;

(ii) If ρ−SF(T) , ∅, then there exists no λ ∈ ρSF(T) such that 0 < ind(T − λI) < ∞;

(iii) If σ0(T) , ∅, then σb(T) = [στ(T) ∩ accσa(T)] ∪ accσea(T) ∪ {λ ∈ C : n(T − λI) = ∞}.

Combining this fact with the previous corollary, we arrive at one of the main results of this section.

Theorem 4.6. Let T ∈ B(H). Then f (T) ∈ N is a-isoloid for all f ∈ Hol(σ(T)) if and only if the following conditions
hold:

(i) If ρ−SF(T) , ∅, then there exists no λ ∈ ρSF(T) such that 0 < ind(T − λI) < ∞ and σ0(T) = ∅;

(ii) If ρ−SF(T) = ∅, then σea(T) = σb(T);

(iii) σb(T) = [στ(T) ∩ accσa(T)] ∪ accσea(T) ∪ {λ ∈ C : n(T − λI) = ∞} ∪ [ρa(T) ∩ σ(T)].

Proof. “⇒”

(i) By virtue of Corollary 4.5, the first assertion is obvious.

(ii) If ρ−SF(T) = ∅, then σea(T) = σw(T). A-Weyl’s theorem hold for T leads to σea(T) = σw(T) = σb(T).
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(iii) We will distinguish two cases for σ0(T):
Case 1 σ0(T) , ∅. Then Corollary 4.5 ensure that σa(T) = σ(T), this implies that ρa(T)∩σ(T) = ∅. Applying

Corollary 4.5 again, then σb(T) = [στ(T) ∩ accσa(T)] ∪ accσea(T) ∪ {λ ∈ C : n(T − λI) = ∞} ∪ [ρa(T) ∩ σ(T)].
Case 2 σ0(T) = ∅. It easily follows from T ∈ (ω) that σea(T) = σa(T). Then στ(T) ∩ accσa(T) = στ(T) ∩

accσea(T) ⊆ accσea(T) and πa
00(T) = ∅. Indeed, it only remains to see that σb(T) ⊆ accσa(T)∪{λ ∈ C : n(T−λI) =

∞} ∪ [ρa(T) ∩ σ(T)]. For all λ0 < accσa(T) ∪ {λ ∈ C : n(T − λI) = ∞} ∪ [ρa(T) ∩ σ(T)]. From λ0 < ρa(T) ∩ σ(T),
we may as well assume that λ0 ∈ σ(T). So λ0 ∈ σa(T). Hence λ0 ∈ isoσa(T) and n(T − λ0I) < ∞. Since T
is a-isoloid, we have that λ0 ∈ πa

00(T). Combining with T ∈ (ω) satisfies a-Weyl’s theorem, we obtain that
λ0 < σb(T).

Next, we show “⇐”. By the hypothesis (iii), we know that T is a-isoloid. On the other hand, by the
assumption (i), we infer that f (T) is a-isoloid for all f ∈ Hol(σ(T)). Let us consider two cases for ρ−SF(T).

Case 1 Suppose that ρ−SF(T) , ∅.
In this situation, we have that σ0(T) = ∅ and ind(T − λI) ≤ 0 for arbitrary λ ∈ ρSF(T). Now, it follows

from Corollary 4.5 that f (T) ∈ (ω) satisfies a-Weyl’s theorem for all f ∈ Hol(σ(T)).
Case 2 Suppose that ρ−SF(T) = ∅.
In this case, ind(T − λ0I) ≥ 0 for all λ0 ∈ ρSF(T) which means that σea(T) = σb(T). Hence σa(T) = σ(T),

we get that σb(T) = [στ(T) ∩ accσa(T)] ∪ accσea(T) ∪ {λ ∈ C : n(T − λI) = ∞} ∪ [ρa(T) ∩ σ(T)]. Now, the
use of Corollary 4.5 again allowed us to conclude that a-Weyl’s theorem and property (ω) hold for all
f ∈ Hol(σ(T)).

The other primary purpose of this subsection is to provide the necessary and sufficient condition for
which the functions of the perturbation of T ∈ B(H) to obey both a-Weyl’s theorem and property (ω). To
this end, the following result will be crucial.

Lemma 4.7. If σ(T) = σSF(T) ∪ σ0(T), then given ϵ > 0, there exists K ∈ K (H) with ∥K∥ < ϵ such that σ(T + K) =
σSF(T + K) ∪ σ0(T + K) and isoσ(T + K) = σ0(T + K).

Proof. Put Λ = isoσ(T) ∩ σSF(T). Without loss of generality, we may assume that Λ := {λi : i = 1, 2, · · · } , ∅.
Indeed, according to Lemma 3.2.6 in [1] there exists a compact K0 with ∥K0∥ < ϵ2 such that

T + K0 =


λ1I1 ∗ ∗ · · · ∗

0 λ2I2 ∗ · · · ∗

0 0 λ3I3 · · · ∗

...
...

...
. . .

...
0 0 0 · · · A


H1
H2
H3
...
H0

,

where σ(T) = σ(A), σSF(T) = σSF(A) and ind(A − λI) = ind(T − λI) for all λ ∈ ρSF(T). And Ii is the identity
operator on Hi for i ≥ 1. Since λi ∈ isoσ(T), there is {µi, j}i, j≥1 ⊆ ρ(T) such that sup

j→∞
| µi, j −λi |< ϵ

2i and µi, j → λi

as j→∞.
Put Ci = dia1{µi,1 − λi, µi,2 − λi, · · · }. Then Ci is compact and ∥ Ci ∥< ϵ

2i .
Define

K1 =


C1 0 0 · · · 0
0 C2 0 · · · 0
0 0 C3 · · · 0
...

...
...
. . .

...
0 0 0 · · · 0


H1
H2
H3
...
H0

,

It is obvious that K1 ∈ K (H) and ∥ K1 ∥< ϵ2 . Denote K = K0 + K1. Then K ∈ K (H), ∥ K ∥< ϵ and

T + K =
(

E ∗

0 A

) ⊕
i≥1
Hi

H0
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where E is diagonal with σp(E) = {µi, j}i, j≥1.
Claim σ(T + K) = σ(T) ∪ {µi, j}i, j≥1.
Assume that λ0 < σ(T+K). Then E−λ0I is bounded below. It follows that E−λ0I is upper semi-Fredholm

with n(E − λ0I) = 0. So, λ0 < {µi, j}i, j≥1. Since E is normal, E − λ0I is invertible. Thus, A − λ0I is invertible.
Also since σ(T) = σ(A), we have that λ0 ∈ ρ(T) and hence λ0 < σ(T) ∪ {µi, j}i, j≥1.

Conversely, let λ0 < σ(T) ∪ {µi, j}i, j≥1. By the invertibility of T − λ0I and the perturbation theory of
Fredholm operators, it follows that T + K − λ0I is Weyl. Thus, E − λ0I is an upper semi-Fredholm operator
and A − λ0I is invertible which means that λ0 ∈ ρw(E). Also since λ0 < {µi, j}i, j≥1 and σp(E) = {µi, j}i, j≥1, it
follows that N(E−λ0I) = {0} and hence E−λ0I is invertible. Therefore, T+K−λ0I is invertible. This proves
the claim.

It remains to show that σ(T +K) = σSF(T +K)∪ σ0(T +K) and isoσ(T +K) = σ0(T +K). We first prove that
σ(T + K) = σSF(T + K) ∪ σ0(T + K). Note that σ(T + K) ⊇ σSF(T + K) ∪ σ0(T + K), we only need to show the
conclusion “⊆”. Suppose that λ0 < σSF(T+K)∪ σ0(T+K). Then T+K−λ0I is a semi-Fredholm operator. So
is T − λ0I. It follows from σ(T) = σSF(T) ∪ σ0(T) that T − λ0I is Browder and hence A − λ0I is Browder. We
know that T + K − λ0I is Weyl since λ0 ∈ ρw(T). We deduce that E − λ0I is Weyl, and E is normal, ensuring
that E − λ0I is Browder. Thus T + K − λ0I is Browder. Also since λ0 < σ0(T + K), λ0 < σ(T + K). This shows
that σ(T + K) ⊆ σSF(T + K) ∪ σ0(T + K).

Now we will show that isoσ(T + K) = σ0(T + K). For a proof by contradiction, assume that λ0 ∈

isoσ(T + K)\σ0(T + K) exists. Then λ0 ∈ σSF(T) and there is ϵ > 0 such that for 0 < |λ − λ0| < ϵ, we have that
T + K − λI is invertible. By the claim above, we derive that λ0 ∈ isoσ(T) ∩ σSF(T). Then λ0 = λi for some
i ≥ 1 and hence there exists {µi, j} j≥1 ⊆ σ(T + K) satisfying µi, j → λ0( j → ∞), a contradiction. The proof is
complete.

Using the conclusion of the Lemma 4.7, we can get another main theorem of this paper.

Theorem 4.8. Let T ∈ B(H) with σw(T) = σSF(T). Then given ϵ > 0, there exists K ∈ K (H) with ∥K∥ < ϵ such
that f (T + K) ∈ N for all f ∈ Hol(σ(T)).

Proof. For given ϵ > 0, set σ1 = {λ ∈ σ0(T) : dist[λ, ∂ρSF(T)] ≥ ϵ}. Put σ2 = σ(T)\σ1, then σ1 is a finite clopen
subset of σ(T), and also σ2 is a clopen subset of σ(T). Then by [6, Theorem 2.10] T can be represented as

T =
(

T1 ∗

0 T2

)
H(σ1,T)
H(σ2,T) ,

where σ(Ti) = σi, i = 1, 2. Then σ(T1) = σ1 = σ0(T1), it follows that σp(T1) = σ1. Since max{dist[λ, ∂ρSF(T2)] :
λ ∈ σ0(T2)} < ϵ, by Lemma 5.2 in [15], there exists K̂ ∈ K (H(σ2; T)) with ∥K̂∥ < ϵ

2 such that σp(T2 + K̂) =
ρ+SF(T2 + K̂). Hence σea(T2 + K̂) = σa(T2 + K̂) and σw(T2 + K̂) = σ(T2 + K̂).

Denote

K1 =

(
0 0
0 K̂

)
H(σ1,T)
H(σ2,T) .

It is obvious that K1 ∈ K (H) and ∥K1∥ < ϵ2 such that

T + K1 =

(
T1 ∗

0 T2 + K̂

)
H(σ1,T)
H(σ2,T) .

Claim 1. σ(T + K1) ⊆ σ(T).
In fact, suppose that λ0 < σ(T). Then T1 − λ0I is invertible and T + K1 − λ0I is Weyl. It follows that

T2 + K̂ − λ0I is Weyl, and so is invertible. Thus, T + K1 − λ0I is invertible. This proves the claim.
It remains to show that σ(T + K1) = σSF(T + K1) ∪ σ0(T + K1). It is obvious that σ(T + K1) ⊇ σSF(T +

K1) ∪ σ0(T + K1). So it suffices to show the inclusion“⊆”. Suppose that λ0 < σSF(T + K1) ∪ σ0(T + K1). Then
T + K1 − λ0I is semi-Fredholm, so is T − λ0I. Since σw(T) = σSF(T), T − λ0I is Weyl. Then λ0 ∈ ρw(T + K1).
Also since T1 is an operator in finite dimensional space, we infer that λ0 ∈ ρb(T). Then λ0 ∈ ρw(T2 + K̂).
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It follows from σw(T2 + K̂) = σ(T2 + K̂) that T2 + K̂ − λ0I is invertible. So λ0 < σb(T + K1). By the fact that
λ0 < σ0(T+K1), we get that λ0 < σ(T+K1). This shows that σ(T+K1) = σSF(T+K1)∪σ0(T+K1). According to
Lemma 4.7, there exists K2 ∈ K (H) with ∥K2∥ < ϵ2 such that σ(T+K1+K2) = σSF(T+K1+K2)∪σ0(T+K1+K2)
and isoσ(T + K1 + K2) = σ0(T + K1 + K2). Denote K = K1 + K2. Then K ∈ K (H) with ∥K∥ < ϵ such that
σ(T + K) = σSF(T + K) ∪ σ0(T + K) and isoσ(T + K) ⊆ σ0(T + K).

Claim 2 σa(T +K) = σ(T +K). In fact, the equality σ(T +K) = σSF(T +K)∪ σ0(T +K) implies that Claim 2
is proved.

Next, we prove that for the operator T + K, the three conditions in Theorem 4.6 are all established, So
the conclusion in Theorem 4.8 holds.

(i) From the equation σ(T + K) = σSF(T + K) ∪ σ0(T + K) and isoσ(T + K) = σ0(T + K), we can prove that
σa(T + K)\σea(T + K) = π00(T + K) = πa

00(T + K). This means T + K ∈ N .

(ii) Since σw(T) = σSF(T), which means that ρw(T + K) = ρSF(T + K). Thus, when ρ−SF(T) , ∅, then there exists
no λ ∈ ρSF(T) such that 0 < ind(T − λI) < ∞.

(iii) If σ0(T + K) , ∅, we should prove that σb(T + K) = [στ(T + K) ∩ accσa(T + K)] ∪ accσea(T + K) ∪ {λ ∈ C :
n(T + K − λI) = ∞}.

Since σ(T+K) = σSF(T+K)∪σ0(T+K), it follows that accσea(T+K) = accσ(T+K). Also since isoσ(T+K) =
σ0(T + K), we get that σb(T + K) ⊆ accσ(T + K) = accσea(T + K). Then σb(T + K) = accσea(T + K). The
inclusion relation “σb(T + K) ⊇ [στ(T + K) ∩ {λ ∈ C : n(T + K − λI) = ∞}” is clear. Then σb(T + K) =
[στ(T + K) ∩ accσa(T + K)] ∪ accσea(T + K) ∪ {λ ∈ C : n(T + K − λI) = ∞}.

Therefore,the use of Theorem 4.6 allowed us to conclude that f (T + K) ∈ N for all f ∈ Hol(σ(T)).
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[11] P. Arena, P. Peñ, a Variation on Weyl’s theorem, J. Math. Anal. Appl. 324 (2006), 166–179.
[12] S. Grabiner, Uniform ascent and descent of bounded operators, J. Math.Sco.Japan. 34 (1982), 317–337.
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