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Markov chain approach to the coupon collector problem
with universal coupon

Jelena Jockovića,∗, Bojana Todića

aFaculty of Mathematics, University of Belgrade, Serbia

Abstract. The classical coupon collector problem has various modifications and generalizations. One
group of generalizations is based on the idea of introducing additional coupons, with special purposes, to
the set of available coupons. We consider the case when this set consists of standard coupons (that can
belong to the collection), a null coupon (which can be drawn, but does not belong to any collection), and an
additional universal coupon, that can replace any of the standard coupons. By employing a Markov chain
approach, we derive the exact forms of the k-step transition matrix and the fundamental matrix, which we
use to obtain the properties of the waiting time until a subcollection, or a full collection is sampled, and
some additional characteristics of the collecting process (probability that the coupon collecting procedure
ends in a particular way). We also provide numerical examples and explain possible applications of the
variant of the coupon collector problem we considered.

1. Introduction

The coupon collector problem belongs to the family of urn problems, and can be formulated as follows: a
company issues coupons of different types (say, elements of the setNn = {1, 2, . . . ,n}), each with a particular
probability of being drawn. The object of interest is the number of coupons that must be drawn to obtain a
full collection, or a part of the collection.

The classical coupon collector problem (CCCP) refers to the case when all coupons from the set Nn =
{1, 2, . . . ,n} have equal probability of being drawn. Although very simple, this problem led to various limit
results and generalizations (see, for example, [3], [8], [11]).

We consider the following generalization of CCCP (which, to the best of our knowledge, has not been
considered yet): We assume that, apart from elements ofNn, the set of coupons consists of a null coupon
(which does not belong to the collection) and, in addition, a universal coupon (so called, joker), an element
that can replace any of the elements from the setNn (one at a time). Therefore, we work with an augmented
set of available coupons:

N⋆,◦n = {1, 2, . . . ,n, ⋆, ◦}, (1)
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where ⋆ denotes the joker, and ◦ denotes the null coupon. We assume that coupons are drawn one by one,
that sampling is done with replacement, that all coupons fromNn are drawn with equal probability p, joker
is drawn with probability pJ and null coupon is drawn with probability pN, where pN + pJ ≤ 1. Therefore,
p = (1−pN−pJ)/n.We will call this version of the problem coupon collector problem with universal coupon,
and denote as CCPUC in the rest of the paper.

There are a number of recent generalizations of CCCP based on adding additional coupons (coupons
with special purposes) to the coupon set ([1], [2], [9], [13], [14]).

In [1] and [2], the authors consider the case where there is only one additional coupon (null coupon),
and deal with the case of arbitrary distribution of available coupons (unequal probability case).

The CCPUC we consider is somewhat similar to the situation where coupons have more than one
purpose, considered in [14]. Using the terminology introduced in [14], we can say that joker coupon has n
possible goals. The difference is that, in our case, the experiment does not end when all possible goals are
listed (which could be when the first joker is drawn), but when the sum of the number of different coupons
and the number of jokers reaches a certain limit.

Another generalization of the classical coupon collector problem which is, at first, similar to CCPUC, is
proposed in [9], where the appearance of the additional coupon (so called, bonus coupon) leads to obtaining
one more coupon. However, the principal difference between the two versions of the problem is that, in
case of CCPUC no additional coupons are drawn.

In [13], the author considers the case where the additional coupon (so called, penalty coupon) interferes
with collecting standard coupons, in the sense that the collection process ends when the absolute difference
between the number of collected standard coupons and the number of collected penalty coupons is equal
to the total number of standard coupons.

Let Wn,c be the waiting time until a portion of the size c, 1 ≤ c ≤ n, of the collection Nn is sampled,
although some or all of the standard coupons can be replaced by jokers. In this paper, we obtain the
distribution function, the first and the second moment of Wn,c, as well as some additional properties of the
collecting process, using Markov chain techniques and mathematical induction.

The Markov chain approach has already been successfully applied to several variants of the coupon
collector problem (see [1], [5], [13]), as well as to other types of waiting time problems (see, for example,
[7]).

This paper is organized as follows: in Section 2 we explain how the CCPUC translates into a Markov
chain model, and provide some auxiliary results. In Section 3 we obtain the explicit expressions for the
k-step transition probability matrix and the fundamental matrix, which is our main result. In Section 4 we
derive the distributional properties of the waiting times Wn,n and Wn,c. Numerical examples are given in
Section 5. Conclusions and possible applications of this work are presented in Section 6.

2. Markov chain approach for CCPUC

First, we introduce some notation. In the rest of the text, we will denote with I the identity matrix, and
with 0 matrix with all entries equal to 0. With (M)i, j we will denote the element in the i-th row and the j-th
column of the matrix M.

Let Xt = (Yt,Zt) be the number of different types of standard coupons, and number of jokers, respectively,
sampled after t units of time. Therefore,

Wn,c = inf{t ∈N | Yt + Zt = c}.

We can notice that {Xt, t ∈N} is a Markov chain on the state space:

S =
n−1⋃
i=0

Tn−1−i ∪Λ, (2)

where

Tn−1−i = {(0, i), (1, i), . . . , (n − 1 − i, i)}, i ∈ {0, 1, . . . ,n − 1} (3)
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are sets of transient states and

Λ = {(n − a, a), a ∈ {0, 1, . . . ,n}} (4)

is the set of absorbing states. Therefore, | S |= n(n + 1)/2 + n + 1.
In this case, the transition probability matrix for one step is

P =

 Qn R n(n+1)
2 ×(n+1)

0(n+1)× n(n+1)
2

I(n+1)×(n+1)

 . (5)

Here, matrix Qn is describing transitions between transient states, and can be partitioned as follows:

Qn =



Tn−1 Tn−2 Tn−3 Tn−4 . . . T1 T0

Tn−1 An−1 Bn−1 0 0 . . . 0 0
Tn−2 0 An−2 Bn−2 0 . . . 0 0
Tn−3 0 0 An−3 Bn−3 . . . 0 0
...

...
...

...
...

...
...

T1 0 0 0 0 . . . A1 B1
T0 0 0 0 0 . . . 0 A0


n(n+1)

2 ×
n(n+1)

2

. (6)

Matrix Ak, k ∈ {0, 1, . . . ,n − 1} is related to transitions between states Tk.
Probabilities of these transitions are:

p(i,n−1−k),( j,n−1−k) =


pN + ip, i = j;
1 − pN − pJ − ip, j = i + 1;
0, otherwise.

(7)

Observing that 1 − pN − pJ − ip = (n − i)p, we can write the matrix Ak (of the type (k + 1) × (k + 1)) in the
following form:

Ak =



pN np 0 0 . . . 0 0
0 pN + p (n − 1)p 0 . . . 0 0
0 0 pN + 2p (n − 2)p . . . 0 0
...

...
...

...
...

...
0 0 0 0 . . . (n − k + 2)p 0
0 0 0 0 . . . pN + (k − 1)p (n − k + 1)p
0 0 0 0 . . . 0 pN + kp


. (8)

Matrix Bk, k ∈ {1, . . . ,n − 1}, is describing transitions from states Tk to states Tk−1. Probabilities of these
transitions are:

p(i,n−1−k),( j,n−k) =

pJ, i = j;
0, otherwise,

(9)

and the matrix has the form:

Bk =

(
pJIk×k
01×k

)
(k+1)×k

. (10)

Matrix R is describing transitions from transient to absorbing states, and can be partitioned as follows:

R =


Rn−1
Rn−2
...

R0


n(n+1)

2 ×(n+1)

,Rk =

(
0k×(n−k−1) 0k×1 0k×1 0k×k
01×(n−k−1) (n − k)p pJ 01×k

)
. (11)
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The form of the matrix Rk follows from:

p(i,n−1−i),( j,m) =


pJ, i = j = k,m = n − k;
(n − k)p i = k, j = k + 1,m = n − k − 1;
0, otherwise.

(12)

In the next two lemmas, we derive some properties of the matrices Ak and Bk, that will be needed later.

Lemma 2.1. 1. For matrices Bk, k ∈ {2, . . . ,n − 1}, the following equalities hold:

BkBk−1 =

(
p2

J I(k−1)×(k−1)

02×(k−1)

)
. (13)

2. For matrices Ak and Bk, k ∈ {1, . . . ,n − 1}, the following equalities hold:

As
kBk = BkAs

k−1 =

(
pJAs

k−1
01×k

)
, s ∈N. (14)

Proof. The equality (13) is obtained by block matrix multiplication. The equality (14) is obtained by block
matrix multiplication, using the following representation of the matrix Ak:

Ak =

(
Ak−1 A∗

01×k pN + kp

)
, A∗ =

(
0(k−1)×1

(n − k + 1)p

)
. (15)

Lemma 2.2. 1. Element in the m-th row and j-th column of the matrix As
k, where k ∈ {0, 1, . . . ,n − 1}, m, j ∈

{1, 2, . . . , k + 1}, s ∈N is:

(
As

k

)
m, j
=

k∑
i=0

(−1) j−1+i
(
n −m + 1
i −m + 1

)(
n − i

j − 1 − i

)
(pN + ip)s. (16)

2. Element in the m-th row and j-th column of the matrix (I−Ak)−s, where k ∈ {0, 1, . . . ,n−1}, m, j ∈ {1, 2, . . . , k+1},
s ∈N is:

(
(I −Ak)−s)

m, j =

k∑
i=0

(−1) j−1+i
(
n −m + 1
i −m + 1

)(
n − i

j − 1 − i

)
1

(1 − pN − ip)s . (17)

Remark 2.3. For convenience, instead of changing limits of the sums, we define:(
n
k

)
= 0 if k < 0 or n < k. (18)

Proof. 1. The matrix Ak is upper-triangular, therefore, eigenvalues coincide with the diagonal elements:

µi = pN + ip, i ∈ {0, 1, . . . , k}. (19)

Straightforward calculation of the corresponding eigenvectors leads to representation:

Ak =MkGM−1
k , (20)

where

Gk =


µ0 0 0 . . . 0
0 µ1 0 . . . 0
0 0 µ2 . . . 0
...

...
...

...
0 0 0 . . . µk


,
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and elements in the m-th row and j-th column of matrices Mk and M−1
k are given by:

(Mk)m, j =


(n−m+1

j−m,
)

m ≤ j;
0, m > j,

and
(
M−1

k

)
m, j
=

(−1)m+ j(n−m+1
j−m

)
, m ≤ j;

0, m > j,
(21)

respectively. We directly obtain:

As
k =MkGs

kM−1
k . (22)

Multiplying matrices in (22) leads to the expression (16).
2. Similarly to (22), using basic properties of matrix multiplication, we obtain:

I −Ak =Mk(I −Gk)M−1
k , (23)

(I −Ak)−1 =Mk(I −Gk)−1M−1
k , (24)

and so

(I −Ak)−s =Mk(I −Gk)−sM−1
k , (25)

which yields the required statement.

3. Transition probabilities in k ≥ 1 steps and fundamental matrix

Our main result is contained in the next two theorems, where we provide the exact expressions for the
k-step transition probability matrix Qk

n, and the fundamental matrix Fn = (I −Qn)−1. We use the classical
reference on Markov chain techniques [6], mathematical induction, and basic matrix calculus.

Theorem 3.1. For k ≥ 1 the following equality holds:

Qk
n =



D(k,0)
n−1 D(k,1)

n−2 D(k,2)
n−3 . . . D(k,n−2)

1 D(k,n−1)
0

0 D(k,0)
n−2 D(k,1)

n−3 . . . D(k,n−3)
1 D(k,n−2)

0
...

...
...

...
...

0 0 0 . . . D(k,0)
1 D(k,1)

0
0 0 0 . . . 0 D(k,0)

0


, (26)

where

D(k, j)
i =

((k
j
)
p j

JA
k− j
i

0 j×(i+1)

)
(i+ j+1)×(i+1)

(27)

is the block describing the k-step transitions from states Ti+ j to states Ti.

Proof. We use mathematical induction on the power k. For k = 1, we easily check that the representation
(26) is valid. Next, assuming that (26) holds for the power k − 1, we prove that it holds for the power k. We
have Qk

n = Qk−1
n ·Qn. On the other hand, we can write the matrix Qk

n in the block-matrix form as follows:

Qk
n =


V1,1 V1,2 V1,3 . . . V1,n−1 V1,n
V2,1 V2,2 V2,3 . . . V2,n−1 V2,n
...

...
...

...
...

Vn−1,1 Vn−1,2 Vn−1,3 . . . Vn−1,n−1 Vn−1,n
Vn,1 Vn,2 Vn,3 . . . Vn,n−1 Vn,n


, (28)
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where Vi, j is the block of the type (n− i+1)×(n− j+1). Multiplying matrices and using induction hypothesis,
we obtain:

Vi, j =


0, j < i;
D(k−1,0)

n−i An−i, j = i;
D(k−1, j−i−1)

n− j+1 Bn− j+1 +D(k−1, j−i)
n− j An− j, j > i

(29)

=


0, j < i;
Ak−1

n−i An−i, j = i;( k−1
j−i−1

)
p j−i−1

J Ak− j+i
n− j+1

0( j−i−1)×(n− j+2)

 Bn− j+1 +

(k−1
j−i

)
p j−i

J Ak− j+i−1
n− j

0( j−i)×(n− j+1)

 An− j, j > i.

For j > i, from Lemma 2.1 follows:

Ak− j+i
n− j+1Bn− j+1 =

 pJA
k− j+i
n− j

01×(n− j+1)

 , (30)

and we have

0( j−i−1)×(n− j+2)Bn− j+1 = 0( j−i−1)×(n− j+1). (31)

Finally, combining (29), (30) and (31), we obtain

Vi, j =


0, j < i;
Ak

n−i, j = i;( k−1
j−i−1

)
p j−i

J Ak− j+i
n− j

0( j−i)×(n− j+1)

 + (k−1
j−i

)
p j−i

J Ak− j+i
n− j

0( j−i)×(n− j+1)

 , j > i

=


0, j < i;
Ak

n−i, j = i;( k
j−i

)
p j−i

J Ak− j+i
n− j

0( j−i)×(n− j+1)

 , j > i

=

0, j < i;
D(k, j−i)

n− j , j ≥ i,
(32)

which completes the proof of the theorem.

Theorem 3.2. Fundamental matrix F = Fn = (I −Qn)−1 can be partitioned as follows:

Fn =



C(0)
n−1 C(1)

n−2 C(2)
n−3 . . . C(n−2)

1 C(n−1)
0

0 C(0)
n−2 C(1)

n−3 . . . C(n−3)
1 C(n−2)

0
...

...
...

...
...

0 0 0 . . . C(0)
1 C(1)

0
0 0 0 . . . 0 C(0)

0


, (33)

where

C( j)
i =

(
p j

J(I −Ai)−( j+1)

0 j×(i+1)

)
(i+ j+1)×(i+1)

(34)

is the block describing the paths from states Ti+ j to states Ti.
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Proof. We use Theorem 3.1 and the relation:

Fn =

∞∑
k=0

Qk
n (35)

(see, for example, [6], Theorem 3.2.1, p. 46).
We can write the matrix Fn in the following block-matrix form:

Fn =


U1,1 U1,2 U1,3 . . . U1,n−1 U1,n
U2,1 U2,2 U2,3 . . . U2,n−1 U2,n
...

...
...

...
...

Un−1,1 Un−1,2 Un−1,3 . . . Un−1,n−1 Un−1,n
Un,1 Un,2 Un,3 . . . Un,n−1 Un,n


, (36)

where Ui, j is the block of the type (n − i + 1) × (n − j + 1). We have:

Ui, j =


0, j < i;
∞∑

k=0

D(k, j−i)
n− j , j ≥ i,

(37)

and the result follows because for j ≥ i

∞∑
k= j−i

(
k

j − i

)
Ak− j+i

n− j = (I −An− j)−( j−i+1). (38)

(see, for example, [10], p. 17).

4. Properties of the waiting times Wn,n and Wn,c

Here we obtain expressions for the distribution function, and the first and the second moment of the
waiting times Wn,c and Wn,n using the results obtained in Section 3. We also provide additional results that
are characteristic for CCPUC and do not appear in relation to the other variants of the problem.

We will need some more notation. With S1(M) we denote the sum of entries of the first row of the matrix
M, and S(m)

1 (M) is the sum of the first m entries of the first row of M.

Theorem 4.1. 1. For the waiting time Wn,n, for any t ∈N0, the following relation holds:

P{Wn,n > t} =
n−1∑
i=0

(
t
i

)
pJ

i
n−i−1∑

k=0

(−1)n−i−k−1

(
n−k−1

i

)(
n
k

)
(kp+pN)t−i. (39)

2. For the waiting time Wn,c, 1 ≤ c ≤ n, for any t ∈N0, the following relation holds:

P{Wn,c > t} =
c−1∑
i=0

(
t
i

)
pJ

i
c−i−1∑
k=0

(−1)c−i−k−1

(
n − k − 1
n − c + i

)(
n
k

)
(kp + pN)t−i. (40)

Proof. 1. The expression P{Wn,n > t} is equal to probability that, if the initial state of the chain is (0, 0), the
chain is, after t steps, still in one of the transient states. Therefore,

P{Wn,n > t} = S1

(
Qt

)
=

n−1∑
i=0

S1

(
D(t,i)

n−1−i

)
=

n−1∑
i=0

(
t
i

)
pi

JS1

(
An−1−i

t−i
)
. (41)
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Using Lemma 2.2, we can see that the element in the m-th row and j-th column of the matrix An−1−i
t−i is:

(
An−1−i

t−i
)

m, j
=

n−i−1∑
s=0

(−1) j−1+s
(
n −m + 1
s −m + 1

)(
n − s

j − 1 − s

)
µt−i

s , (42)

where µs = pN + sp. Using (42), (18), and the relation

a∑
m=0

(−1)m
(

b
m

)
= (−1)a

(
b − 1

a

)
, 0 ≤ a < b, (43)

we obtain:

S1

(
An−1−i

t−i
)
=

n−i∑
j=1

n−i−1∑
s=0

(
n
s

)
µt−i

s (−1) j−1+s
(

n − s
j − 1 − s

)
=

n−i−1∑
s=0

(−1)n−i−1+s
(
n
s

)(
n − s − 1

i

)
µt−i

s . (44)

Therefore, from (41)

P{Wn,n > t} =
n−1∑
i=0

(
t
i

)
pi

J

n−i−1∑
s=0

(−1)n−i−1+s
(
n
s

)(
n − s − 1

i

)
(pN + sp)t−i. (45)

2. Proof is a simple modification of the proof of the first part of Theorem. We define the column matrix Hc
as follows:

Hc =



1c×1
0(n−c)×1
1(c−1)×1
0(n−c)×1
...

11×1
0(n−c)×1

0(
n(n+1)

2 −
c(2n−c+1)

2

)
×1


. (46)

We notice that if i + j > k + l, the transition from state (i, j) to state (k, l) is not possible. Therefore, we can
rearrange the transition probability matrix (5) in the following form:

P(c) =

(
Q(c) R(c)

0 I

)
, (47)

where the matrix Q(c) is describing transitions between states

T(c) = {(i, j), i + j ≤ c − 1}. (48)

In this case, sum of any row of the matrix
(
Q(c)

)t
is equal to the element in the same row of the matrix QtHc,

for any t ∈ N. This is because the matrix Hc is canceling (setting to zero) all the transition probabilities to
states from the set S \ T(c).
The expression P{Wn,c > t} is equal to probability that the chain, starting from the state (0, 0), is, after t steps,
still in one of the states from T(c). Therefore,

P{Wn,c > t} = S1

((
Q(c)

)t
)
=S1

(
QtHc

)
=

c−1∑
i=0

S(c−i)
1

(
Dn−1−i

(t,i)
)
=

c−1∑
i=0

(
t
i

)
pi

JS
(c−i)
1

(
An−1−i

t−i
)
. (49)
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Using (42),(18), and the relation (43), we obtain:

S(c−i)
1

(
An−1−i

t−i
)
=

c−i∑
j=1

n−i−1∑
s=0

(
n
s

)
µt−i

s (−1) j−1+s
(

n − s
j − 1 − s

)
=

c−i−1∑
s=0

(−1)c−i−1+s
(
n
s

)(
n − s − 1
n − c + i

)
µt−i

s , (50)

where µs = pN + sp. Therefore,

P{Wn,c > t} =
c−1∑
i=0

(
t
i

)
pi

J

c−i−1∑
s=0

(−1)c−i−1+s
(
n
s

)(
n − s − 1
n − c + i

)
(pN + sp)t−i. (51)

Next, we provide expressions for the first and the second moment of the waiting time Wn,c.

Theorem 4.2. For the waiting time Wn,c, 1 ≤ c ≤ n, the following relations hold:
1.

E(Wn,c) =
c−1∑
i=0

pJ
i

c−i−1∑
k=0

(−1)c−i−1−k
(
n − k − 1
n − c + i

)(
n
k

)
1

(1 − pN − kp)i+1
, (52)

2.

E(W2
n,c) =

c−1∑
i=0

pJ
i

c−i−1∑
k=0

(−1)c−i−1−k
(
n − k − 1
n − c + i

)(
n
k

)
2i + 1 + kp + pN

(1 − pN − kp)i+2
. (53)

Proof. 1. We have:

E(Wn,c) =
+∞∑
t=0

P{Wn,c > t} =
c−1∑
i=0

pJ
i
c−i−1∑
k=0

(−1)c−i−1−k
(
n − k − 1
n − c + i

)(
n
k

) +∞∑
t=i

(
t
i

)
(kp + pN)t−i. (54)

The required statement follows from the fact:
+∞∑
t=i

(
t
i

)
at−i =

1
(1 − a)i+1

, | a |< 1 (55)

(see [10], p. 17).
2. We have:

E(W2
n,c) =

+∞∑
t=0

P{Wn,c > t} + 2
+∞∑
t=0

tP{Wn,c > t}, (56)

and:
+∞∑
t=0

tP{Wn,c > t}=
c−1∑
i=0

pJ
i
c−i−1∑
k=0

(−1)c−i−1−k
(
n − k − 1
n − c + i

)(
n
k

) +∞∑
t=i

t
(
t
i

)
(kp + pN)t−i. (57)

On the other hand, for | a |< 1, using (55) we obtain:
+∞∑
t=i

t
(
t
i

)
at−i =

+∞∑
t=i

i
(
t
i

)
at−i +

+∞∑
t=i

(t − i)
(
t
i

)
at−i

= i
+∞∑
t=i

(
t
i

)
at−i + a(i + 1)

+∞∑
t=i+1

(
t

i + 1

)
at−i−1

=
i

(1 − a)i+1
+

a(i + 1)
(1 − a)i+2

=
i + a

(1 − a)i+2
. (58)
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Using (52), (56), (57) and (58) we obtain the required statement.

For c = n the expected waiting times obtained in Theorem 4.2 can be written in simpler form.

Proposition 4.3. For the waiting time Wn,n the following relations hold:
1.

E(Wn,n) =
n∑

k=1

(−1)k−1

(
n
k

)
(kp)k−1

(kp + pJ)k
. (59)

2.

E(W2
n,n) = 2pJ

n∑
k=2

(−1)k−2

(
n
k

)
(k − 1)

(kp)k−2

(kp + pJ)k+1
+ 2

n∑
k=1

(−1)k−1

(
n
k

)
(kp)k−1

(kp + pJ)k+1
− E(Wn,n). (60)

Proof. 1. Using the binomial theorem and basic properties of binomial identities, we obtain:

E(Wn,n) =

n−1∑
k=0

(−1)n−k−1

(
n
k

) n−k−1∑
i=0

(−1)i
(
n − k − 1

i

)
pJ

i

(1 − pN − kp)i+1

=

n−1∑
k=0

(−1)n−k−1

(
n
k

)
1

(n − k)p + pJ

(
(n − k)p

(n − k)p + pJ

)n−k−1

=

n∑
k=1

(−1)k−1

(
n
k

)
1

kp + pJ

(
kp

kp + pJ

)k−1

=

n∑
k=1

(−1)k−1
(
n
k

)
(kp)k−1

(kp + pJ)k
. (61)

2. From (53) we have:

E(W2
n,n) = 2

n−1∑
i=0

pJ
i

n−i−1∑
k=0

(−1)n−i−1−k
(
n − k − 1

i

)(
n
k

)
i + 1

(1 − pN − kp)i+2
− E(Wn,n), (62)
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and using the binomial theorem and basic properties of binomial identities, we obtain:

n−1∑
i=0

pJ
i

n−i−1∑
k=0

(−1)n−i−1−k
(
n − k − 1

i

)(
n
k

)
i + 1

(1 − pN − kp)i+2

=

n−1∑
k=0

(
n
k

) n−k−1∑
i=1

(−1)n−i−1−k
(
n − k − 1

i

)
pJ

i i
(1 − pN − kp)i+2

+

n−1∑
k=0

(
n
k

) n−k−1∑
i=0

(−1)n−i−1−k
(
n − k − 1

i

)
pJ

i 1
(1 − pN − kp)i+2

=

n−2∑
k=0

(
n
k

) n−k−2∑
i=0

(−1)n−i−2−k
(
n − k − 2

i

)
pJ

i+1 n − k − 1
(1 − pN − kp)i+3

+

n−1∑
k=0

(
n
k

) n−k−1∑
i=0

(−1)n−i−1−k
(
n − k − 1

i

)
pJ

i 1
(1 − pN − kp)i+2

= pJ

n−2∑
k=0

(
n
k

)
(−1)n−k−2 n − k − 1

(1 − pN − kp)3

(
1 −

pJ

1 − pN − kp

)n−k−2

+

n−1∑
k=0

(
n
k

)
(−1)n−k−1 1

(1 − pN − kp)2

(
1 −

pJ

1 − pN − kp

)n−k−1

= pJ

n−2∑
k=0

(
n
k

)
(−1)n−k−2 n − k − 1

((n − k)p + pJ)3

(
(n − k)p

(n − k)p + pJ

)n−k−2

+

n−1∑
k=0

(
n
k

)
(−1)n−k−1 1

((n − k)p + pJ)2

(
(n − k)p

(n − k)p + pJ

)n−k−1

= pJ

n∑
k=2

(
n
k

)
(−1)k−2 k − 1

(kp + pJ)3

(
kp

kp + pJ

)k−2

+

n∑
k=1

(
n
k

)
(−1)k−1 1

(kp + pJ)2

(
kp

kp + pJ

)k−1

= pJ

n∑
k=2

(−1)k−2

(
n
k

)
(k − 1)

(kp)k−2

(kp + pJ)k+1
+

n∑
k=1

(−1)k−1

(
n
k

)
(kp)k−1

(kp + pJ)k+1
, (63)

which completes the proof of the proposition.

Using Proposition 4.3, we obtain a simple upper bound for the expected waiting time E(Wn,n).

Proposition 4.4. For the expected waiting time E(Wn,n) the following inequality holds:

E(Wn,n) ≤
1

2p

(
2n +

1
n
−

p
p + pJ

)
. (64)

Proof. From the inequalities:

1
np
≤

1
kp
≤

1
p
,

p
p + pJ

≤
kp

kp + pJ
≤

np
np + pJ

, (65)

that hold for 1 ≤ k ≤ n, we obtain:

1
np

(
p

p + pJ

)k

≤
(kp)k−1

(kp + pJ)k
≤

1
p

(
np

np + pJ

)k

, 1 ≤ k ≤ n, (66)
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Using the relation (66) we obtain:

E(Wn,n) =
∑

1≤2k−1≤n

(
n

2k − 1

)
((2k − 1)p)2k−2

((2k − 1)p + pJ)2k−1
−

∑
2≤2k≤n

(
n
2k

)
(2kp)2k−1

(2kp + pJ)2k

≤
1
p

∑
1≤2k−1≤n

(
n

2k − 1

) (
np

np + pJ

)2k−1

−
1

np

∑
2≤2k≤n

(
n
2k

) (
p

p + pJ

)2k

=
1
2p

((
1 +

np
np + pJ

)n

−

(
1 −

np
np + pJ

)n)
−

1
np

(
1
2

((
1 +

p
p + pJ

)n

+

(
1 −

p
p + pJ

)n)
− 1

)
. (67)

Since the following inequalities hold:(
1 +

np
np + pJ

)n

≤ 2n,

(
1 −

np
np + pJ

)n

≥ 0,
(
1 +

p
p + pJ

)n

≥ 1 +
np

p + pJ
,

(
1 −

p
p + pJ

)n

≥ 0, (68)

we have:

E(Wn,n) ≤
1

2p

(
2n
−

1
n

(
1 +

np
p + pJ

− 2
))
=

1
2p

(
2n +

1
n
−

p
p + pJ

)
, (69)

which completes the proof of the statement.

Remark 4.5. An expression for the variance of the waiting time Wn,c follows directly from Theorem 4.2. Correspond-
ing results related to the waiting time Wn,n follow from Theorem 4.2 when c = n.

Remark 4.6. Another way to obtain the results stated in Theorem 4.2 would be to use directly the fundamental
matrix obtained in Theorem 3.2 and the fact that the sum of the first row of the fundamental matrix is equal to E(Wn,n).
Similar procedure can be applied to obtain the variance of Wn,n (see [6]), as well as the corresponding results related
to the waiting time Wn,c.

Remark 4.7. Using the fact that Wn,c ≥ c with probability 1, and Theorem 4.1, we were able to obtain new
combinatorial identities:

c−1∑
i=0

(
t
i

)
pJ

i
c−i−1∑
k=0

(−1)c−i−k−1

(
n − k − 1
n − c + i

)(
n
k

)
(kp + pN)t−i = 1, (70)

for any n ∈N, 1 ≤ c ≤ n, 0 ≤ t ≤ c − 1, 0 ≤ pN, pJ < 1, and p = (1 − pN − pJ)/n.

Combining Theorem 3.1 and Theorem 3.2 with the representation (11), it is possible to obtain results
related to the type of coupons collected, and the probability mass function for the waiting time Wn,c. We
formulate one such result, related to the waiting time Wn,n.

Theorem 4.8. If the full collection of coupons is sampled, probability that exactly m coupons from Nn and n − m
jokers are sampled is equal to

p(m,n−m) =


pS0, m = n;
(n −m + 1)pSn−m + pJSn−m−1, m = 1, . . .n − 1;
pJSn−1, m = 0,

(71)

where:

Sr =

(
n

r + 1

)
pr

J

n−r−1∑
i=0

(−1)i
(
n − r − 1

i

)
1

((r + 1 + i)p + pJ)r+1 , r = 0, 1, . . . ,n − 1. (72)
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Proof. The first row of the matrix FnR consists of probabilities that the chain starting in the transient state
(0, 0) ends up in an absorbing state (see Theorem 3.3.7 (page 52) in [6]). Therefore, the probability that
exactly m standard coupons and n − m jokers are sampled, if the full collection is sampled, is the element
of the first row and (n − m + 1)-th column of the matrix FnR. Using the representation of the fundamental
matrix Fn obtained in Theorem 3.2, and the form of the matrix R in (11), we can write:

p(m,n−m) =


p
(
C(0)

n−1

)
1,n
, m = n;

(n −m + 1)p
(
C(n−m)

m−1

)
1,m
+ pJ

(
C(n−1−m)

m

)
1,m+1

, m = 1, . . .n − 1;

pJ

(
C(n−1)

0

)
1,1
, m = 0.

(73)

Using Lemma 2.2, we obtain:

(
C(r)

n−r−1

)
1,n−r
=

(
pr

J (I −An−r−1)−(r+1)
)

1,n−r
=

n−r−1∑
i=0

(−1)n−r+i−1

(
n
i

)(
n − i
r + 1

) pr
J

(1 − pN − ip)r+1 . (74)

Finally, using the identity:(
n
i

)(
n − i
r + 1

)
=

(
n

r + 1

)(
n − r − 1

i

)
(75)

and simple sum manipulations, we complete the proof of the theorem.

Example 4.9. Let pJ = pN = p = 1/(n + 2). Using Theorem 4.8 we obtain that the probability that all the coupons
from the setNn are sampled before a joker is equal to

pS0 =
1

n + 2

(
n
1

) n−1∑
i=0

(−1)i
(
n − 1

i

)
1

i+2
n+2

= n
n−1∑
i=0

(−1)i
(
n − 1

i

)
1

i + 2
=

1
n + 1

.

The last equality follows from the identity (see [10], eq. (7.7), p. 82), that holds for any r ∈N:

m∑
k=0

(−1)k
(
m
k

)
1

k + r
=

m!(r − 1)!
(m + r)!

. (76)

Probability that n joker coupons are sampled before the first coupon from the setNn is sampled is equal to

pJSn−1 =
1

(n + 1)n .

5. Numerical examples

In this section, we present numerical results for the problem we have considered.
First we consider a very simple case n = 3. In this case, the set of available coupons isN⋆,◦3 = {1, 2, 3, ⋆, ◦}.

If a joker is drawn with probability pJ = 1/8, and null coupon is drawn with probability pN = 1/8, then any
coupon k ∈N3 is drawn with probability p = 1/4. The transition probability matrix for one step is

P =



0.125 0.75 0 0.125 0 0 0 0 0 0
0 0.375 0.5 0 0.125 0 0 0 0 0
0 0 0.625 0 0 0 0.25 0.125 0 0
0 0 0 0.125 0.75 0.125 0 0 0 0
0 0 0 0 0.375 0 0 0.5 0.125 0
0 0 0 0 0 0.125 0 0 0.75 0.125
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1


.
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Next, we consider different combinations of sampling probabilities pN and pJ, and, by direct matrix manip-
ulation, repeat some of the results presented in Section 4.

Numerical results corresponding to Theorems 4.1 - 4.8 in Section 4 are presented in Tables 1 - 6. Statistical
software R was used for all the calculations.

pJ = 0 pJ =
1
8 pJ = 0 pJ =

1
8 pJ =

1
2 pJ =

1
8

t pN = 0 pN = 0 pN =
1
8 pN =

1
8 pN =

1
8 pN =

1
2

1 1 1 0.875 0.875 0.875 0.5
2 1 1 0.9844 0.9844 0.9844 0.75
3 1 1 0.9989 0.9989 0.9989 0.875
4 1 1 0.9997 0.9997 0.9997 0.93750
5 1 1 0.9999 0.9999 0.9999 0.96875

Table 1: P{W3,1 ≤ t} for different values of t

pJ = 0 pJ =
1
8 pJ = 0 pJ =

1
8 pJ =

1
2 pJ =

1
8

t pN = 0 pN = 0 pN =
1
8 pN =

1
8 pN =

1
8 pN =

1
2

1 0 0 0 0 0 0
2 0.6667 0.7448 0.5104 0.5781 0.7187 0.2031
3 0.8889 0.9256 0.7869 0.8398 0.9336 0.4238
4 0.963 0.9783 0.9101 0.9402 0.9849 0.6047
5 0.9876 0.9937 0.9624 0.9776 0.9965 0.7373

Table 2: P{W3,2 ≤ t} for different values of t

pJ = 0 pJ =
1
8 pJ = 0 pJ =

1
8 pJ =

1
2 pJ =

1
8

t pN = 0 pN = 0 pN =
1
8 pN =

1
8 pN =

1
8 pN =

1
2

3 0.2222 0.3832 0.1489 0.2715 0.5586 0.0664
4 0.4444 0.6371 0.335 0.5227 0.8428 0.1814
5 0.6173 0.7901 0.5027 0.699 0.9477 0.3154
6 0.7407 0.8789 0.6368 0.8128 0.9829 0.4469
7 0.8258 0.93 0.7381 0.8841 0.9944 0.5641
8 0.8834 0.9594 0.8126 0.9282 0.9981 0.6626
9 0.9221 0.9764 0.8665 0.9555 0.9994 0.7423

Table 3: P{W3,3 ≤ t} for different values of t

pJ = 0 pJ =
1
8 pJ = 0 pJ =

1
8 pJ =

1
2 pJ =

1
8

t pN = 0 pN = 0 pN =
1
8 pN =

1
8 pN =

1
8 pN =

1
2

3 0.2222 0.3832 0.1489 0.2715 0.5586 0.0664
4 0.2222 0.2539 0.1861 0.2512 0.2842 0.115
5 0.1728 0.153 0.1677 0.1763 0.1049 0.134
6 0.1234 0.0888 0.1341 0.1138 0.0352 0.1315
7 0.085 0.0511 0.1014 0.0712 0.0115 0.1172
8 0.0576 0.0294 0.0745 0.0441 0.0038 0.0985
9 0.0381 0.017 0.0539 0.0273 0.0012 0.0796

Table 4: P{W3,3 = t} for different values of t
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pJ = 0 pJ =
1
8 pJ = 0 pJ =

1
8 pJ =

1
2 pJ =

1
8

pN = 0 pN = 0 pN =
1
8 pN =

1
8 pN =

1
8 pN =

1
2

E(W3,3) 5.5 4.48 6.29 5 3.68 7.79

Table 5: Expectation of the waiting time W3,3

pJ = 0 pJ =
1
8 pJ = 0 pJ =

1
8 pJ =

1
2 pJ =

1
8

m pN = 0 pN = 0 pN =
1
8 pN =

1
8 pN =

1
8 pN =

1
2

0 0 0.002 0 0.0029 0.1866 0.0156
1 0 0.0602 0 0.0763 0.4937 0.1927
2 0 0.4334 0 0.4637 0.2912 0.5417
3 1 0.5044 1 0.4571 0.0286 0.25

Table 6: Probability of collecting m standard coupons and 3 −m jokers, if the full collection is sampled

Next, we provide graphical representation of the expected waiting time E(Wn,n) for different values of
parameters n, and the following combinations of the parameters pN and pJ:

1. pJ ∈ [0, 1] and pN = p = 1−pJ

n+1 ;

2. pN ∈ [0, 1] and pJ = p = 1−pN

n+1 ;
3. pN = pJ ∈ [0, 0.5].

These results are displayed in Figures 1-3.

Figure 1: Expected waiting time E(Wn,n) in terms of pJ , for

different values of n, if pN = p =
1−pJ
n+1

Figure 2: Expected waiting time E(Wn,n) in terms of pN for
different values of n, if pJ = p = 1−pN

n+1

Note that the behavior of the expected waiting time E(Wn,n), depicted in Figure 1 and Figure 2, is
consistent with the intuition we have about the problem: E(Wn,n) increase when the probability pN increase
(as the null coupons slows down the collecting process, and therefore extends the expected waiting time)
and decrease when the probability pJ increase (as the joker coupon speeds up the collecting process).

We can also notice that E(Wn,n) increase when n increase, as expected.
Behavior of E(Wn,n) as the function of pN = pJ, depicted in Figure 3 is much more intriguing, as it

suggests that the minimal expected waiting time is obtained when pN = pJ ≈ 1/3 in most cases considered.
These facts may be addressed in future research.
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Figure 3: Expected waiting time E(Wn,n) in terms of pN = pJ , for different values of n

6. Discussion

In this work, we considered a generalization of the CCCP, such that there are additional coupons that
can slow down, or speed up the collection process.

Using more or less elementary mathematics and the well known Markov chain techniques, we obtained
the exact forms of the transition probability matrix for more than one step, as well as of the fundamental
matrix, which enabled us to obtain exact expressions for probabilities related to the waiting time until a full
collection, or a part of the collection is sampled, generalizing the corresponding results for several existing
versions of CCCP.

It is well known that CCCP and its generalizations may have applications in engineering (see, for
example, [1], [4], [12], and the references therein). There are also recent applications in the field of biology
([15]).

Possible applications of this work relate to the detection of distributed deny of service (DDoS) attacks,
which are explained, for example, in [1]. The authors conclude that, since the solution to these attacks is to
continuously monitor Internet traffic, the occurrence of standard coupons in the coupon collector problem
corresponds to tracking c (out of n) recent high traffic flows, where the portion size c is determined by
server capacity, and that the probability of null coupon, pN, corresponds to the case of flows with small
probabilities that sum up to pN. In this context, joker coupon can be considered as flows (not necessarily
high flows), that need to be monitored regardless of their size because they are related to, for example, a
highly suspicious source or a malfunctioning router.
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[8] P. Mladenović, Limit distributions for the problem of collecting pairs, Bernoulli 14(2) (2008), 419–439.
[9] T. Nakata, I. Kubo, A coupon collector’s problem with bonuses, In: Proceedings of the 4th Colloquium on Mathematics and Computer

Science, DMTCS Proceedings, (2006), 215–224.
[10] J. Quaintance, H. W. Gould, Combinatorial identities for Stirling numbers, The unpublished notes of H. W. Gould, World Scientific

Publishing Co. Pte. Ltd., Singapore, 2016.
[11] E. Samuel-Cahn, Asymptotic distributions for occupancy and waiting time problems with positive probability of falling through the cells,

Ann. Probab. 2(3) (1974), 515–521.
[12] S. Shioda, Some upper and lower bounds on the coupon collector problem, J. Comput. Appl. Math. 200 (2007), 154–167.
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[15] N. Zoroa, E. Lesigne, M. J. Fernández-Sáez, P. Zoroa, J. Casas, The coupon collector urn model with unequal probabilities in ecology and

evolution, J. R. Soc. Interface 14 (2016), 20160643.


