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On moments of order statistics from a kappa distribution

Ismet Birbicer?, Ali I. Gen¢®*

*Department of Statistics, Cukurova University, 01330 Adana, Turkey

Abstract. The kappa distribution, known as K3D, is a skewed generalization of the well-known logistic
distribution and has many useful applications in modelling extreme value events occurred usually in
hydrology and environmental sciences. The distribution also nests the Gumbel distribution in the limiting
case of its shape parameter. In this paper, we consider the order statistics from the distribution and derive
expressions and relations for both single and product moments of order statistics in computable forms.
These relations can be used effectively in the computation of higher moments given the lower order ones.
The relations also generalize those relations for the logistic distribution. The moment tables obtained can
be used in the computation of the location-scale parameter estimation.

1. Introduction

Extreme value theory deals with modelling very rare or extreme events and proposes methods to
estimate the probability of them. The kappa distribution was introduced by [13] to model the maximum
precipitation data. It has four parameters and is known its flexibility compared to the generalized extreme
value distribution. This probability model has been used, especially in the hydrology and environmental
sciences literature, extensively since then. Recent works include Shin and Park [23], Anghel and Ilinca [1]
and O’Shea et al. [17], among others. Further theoretical properties were also studied in the literature.
These include Seenoi et al. [24], Papukdee et al. [16], Guayjarernpanishk et al. [12], Costa and Nascimento
[8], among others.

If one takes one of the shape parameters 0 in the standard form of the four-parameter kappa distribution,
the following distribution with the CDF (cumulative distribution function)

Fx;a) = (1 — ae™)V*, —co < x < oo,

where a < 0 is the shape parameter, is obtained. The corresponding PDF (probability density function) is
fla)y=e"(1- ae~¥)I-o/e,

The quantile function of the distribution is given by
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where 0 <u < 1.

Jeong et al. [14] studied the location-scale form of this distribution. They called it the three-parameter
kappa distribution (K3D) since it is a special case of the four-parameter kappa distribution. They studied the
properties of the distribution such as the moment generating function, moments, L-moments, LH-moments
and asymptotic distribution of extreme order statistics. They also estimate the parameters by both method
of L-moments and maximum likelihood. From now on, we will denote both the maximum likelihood
estimate and maximum likelihood estimator by MLE.

The K3D is also used as a model for probabilistic extreme events. The further statistical properties of the
distribution defined on positive real numbers were studied by some authors (see e.g. [22]). Throughout the
paper we use the symbol K3D for the distribution even in the standard form. The PDF of the distribution
for various choices of «a is sketched in Figure 1. When o = —1, the K3D becomes the logistic distribution.
When a tends to 0, the K3D becomes the Gumbel distribution. Thus, it can be viewed as a generalized
version of the logistic and Gumbel distributions.
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Figure 1: Plots of the density function of the K3D for various choices of the parameter a.

The distribution gives the following characterizing differential equations

af(x;a) = F%x; a) — F(x; a) )

e f(x; ) = F%x; ) 2)
and

e fx;a)(1 —ae™) = F(x; ). ®3)

The identities above are especially useful when obtaining moment relations of order statistics from the
distribution. Order statistics are obtained from a sample by ordering the sample items in their magnitudes.
So the first order statistic is the sample minimum and the last order statistic corresponds to the sample
maximum. Symbolically, if we let X;, X5,. .., X,, denote the random sample from a distribution, then we let
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Xim £ Xpy £ -+ + £ Xypy denote the order statistics corresponding to that random sample. The order statistics
have its own theory in statistics and useful applications in other disciplines from reliability to optimizing
production processes (see e.g. Arnold et al. [2], David and Nagaraja [9], Esmailian and Doostparast [10],
Silva et al. [21]). The statistical inference based on the best linear unbiased estimation (BLUE) and some
approximate maximum likelihood methods need moments of order statistics (see e.g. Balakrishnan and
Cohen [3] and Tumlinson et al. [26]).

In the literature, there are many works on moments of order statistics arising from a specific distribu-
tion. For example, Raqab [19], Balakrishnan and Aggarwala [4], Thomas and Samuel [25], Barakat and
Abdelkader [6], Balakrishnan et al. [5], Roghaye et al. [20] and Castellares et al. [7]. On the other hand, the
moment recurrence relations, when they are available, are especially useful and efficient in the computa-
tions since the higher moments can be obtained from the available lower order moments, without resorting
to computation of a moment expression.

In this paper, we consider the K3D from order statistics point of view. Since the K3D is another
useful probabilistic model especially in hydrology and environmental sciences, it deserves to be studied
for further statistical properties. Our main motivation here is the K3D may be a useful alternative for
skewed generalizations of the ordinary logistic and Gumbel distributions. This fact attracts attention of the
distribution for skewed data modelling encountered in various practical situations such as environmental
and actuarial sciences. Another point, characterizing differential equations between the PDF and the CDF
may make it easier in deriving some distributional properties such as moment relations. Although the ML
and the L-moment estimation methods for the distribution parameters are given in Jeong et al. [14], our
another motivation is to search another estimation method using the moments of order statistics. With this
paper, we also correct some expressions given in Jeong et al. [14]. The paper is summarized as follows.
In Section 2, we present single moments and moment generating function of order statistics. In Section 3,
we derive some moments relations of order statistics. In Section 4, we derive product moments of order
statistics and give a relation. In Section 5, we consider the location-scale estimation problem and solve the
problem by both the MLE and BLUE methods. In Section 6, we apply the theoretical results obtained to
real data set. Paper is finalized with conclusions.

2. Single Moments of Order Statistics

Let Xi, X,. .., X, denote the random sample from the K3D. Applying the general formula for absolutely
continuous models given in Arnold et al. [2], the PDF of the rth order statistic is given by

n-r

fonlwra) = Crae™ Y (” . r)(—l)l’(l — ae™) I, oo < x < oo,

i=0
where C,,, = n!/((r — 1)!(n — r)!). Especially for two extremes, we have

n—-1

-1 . .
frn(; @) = ne™ Z (n ; )(—1)1(1 —ae )17/ _oo < x < 00
=0

and
fn:n(x} 0() = ne“"(l — ae_x)("‘“)/“, —00 < X < 00.

In this section, we will find closed form expressions for moments of order statistics. Throughout the
paper let IN and Z~ denote the sets of positive and negative integers, respectively. We first start with the
two ordinary moments which are also meaningful in order statistics. Corrected moments in Jeong et al.
[14] are given by

E(X) = 11 = y + In(—a) + ¢ (—i)
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and

00y =2 = [ o (-3 e 5w ().

o

where y is the Euler’s constant, i(-) is the digamma function defined by (x) = I (x)/T'(x). For the rth order
statistic X,.,, we first look at the moment generating function.

Theorem 2.1.

M., (t) = Cr,n

n—r 7t i -1 1—t1‘(t—%i)1“(1—t)
( i )(_1) (7) r(i-z=)

i=0 "

wheret <1and a < 0.
Proof.
Mr:n(t) — E(eth;n)
n—r .
=C,py (Vl _ r)(_l)if e—x(l—l‘)(l _ ae—x)(r—a+z’)/a dox.
o\ ! —oo
We change the variable x in the last integral to u by u = 1 — @e™. Then the integral becomes

1 ® ;
—— | w1 —w) T du.
a 1

It is evaluated for t < 1 as

_p\t (- 2)Ta -5
5 s

a

by using Formula 3.191.2 in [11]. If we put this evaluation into M,.,(t), the theorem follows.

Remark 2.2. When a = =1, M,.,(t) is reduced to

M) = G (”fr)( T+ r+T( -

~1y :
pr IA+r+1i)

Using the formula 0.160.2 in [11], we can get the following nicer formula:

Fr¢+t)I(n—r+1-1)

M) = =0T =r+ 1)

Differentiating once and twice of M,.,(t) with respect to ¢, and then evaluating these derivatives att = 0,
one can get the moments E(X,.,) and E(X2,), respectively. They are given in the following corollary.

Corollary 2.3.  (a) The first moment of X,., is given by

Urn = E(Xr:n)
n—r _ In(— _r+i
_c, (ni r)(_l)i[7/+ n( C:)J:fl‘/)( a )],
i=0

where Y(-) is the digamma function, y is the Euler’s constant and a < 0.
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(b) The second moment of X,., is given by

u) = E(X2,)

—c.Y (712 o+ RS S )

where a < 0.

We can also find an expression for the kth moment of X;.,,.
Theorem 2.4. Let [uﬁk,i denote the kth moment of the rth order statistic X,.,. Then we have

® _ 1V S & (- r\(k ki ki F(—%—p)r(p+1)
Hrn = Cr,n (;) o ( i )(])(_1) * ]11’1](_0() apkij [ F(l B %—1)

p=0
Proof.
k
i = E(XE,)

=Cp f ) F f e a)F 1 (x; a)(1 — F(x; )" dx

0

n—r 00
_ Cr,n (1’[ l— T)(_l)if xke—X(l _ ae—X)(r—aJri)/a dx.

i=0 ©

We change the variable x in the last integral to u by u = 1 — @e™. Then the integral becomes

k 00
%Z(l;)(—l)k‘f In/(—a) f a1 10T gy — 1) d.
=0 !
Note that
o . SIS ,
f W iy~ 1y d = 2 — f (u = 1)Pu*e1 dy
1 ap T p=0
i [F(—%" - p)T(p + 1)]
= —j X s
dp r(1- ) o

by using Formula 3.191.2 in [11]. If we put these evaluations into ygf,),, the theorem follows.

10049

(4)

The derivative in (4) can be easily computed in a computer package like Mathematica [27] so that the
kth moment of any order statistic can be found. These expressions are all well computable and some
calculations are reported in Table 1. We observe from that table that the moments increase with increasing

r for fixed n.

3. Relations for the Single Moments

In this section we derive some relations for single moments of order statistics from the K3D. These
relations may be useful in the computation of higher moments given the lower ones. We first give a relation

about moment generating function.
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Theorem 3.1. Let a < 0 and t # 1. Then we have
Mea(®) = (0 = = )Mot = 1)+ (5 ) Moot = 1), ©
wherel <r<n-1
Proof. Using (3), we have
Mpy(H) = aMyu(t = 1) = Cyp f ) U (x; a)[1 - F(x; )] di.

Then using integration by parts by treating eV~ for integration and F'(x; a)[1 - F(x; a)]"™" for differentiation,
we can get

My (t) = aMyn(t = 1) = cm’:__lr f VY (o a)[1 — F(x )] f(x; ) dx

o0

~Cuiy [ A - Fsal S ds

- (%) [My 10t — 1) = My (£ = 1)],

as required.

Corollary 3.2. Let @ < 0 and k € N. Then we have

C nz_r: n—r ; 1 o r+i
(k) | _1)i+1 PRy _ _
Moprn = ( 7 ) ( i )( 1) r(l B r_+1) B ( CY) r(t —a + 1)F(1 t)

i=0 t=0
ka _
el - (5) i, ©
where 1 SrSn—landyﬂ =1.
Proof. From (5), we have
EMpn(t + 1) = (af = 1)Myn () + rMps1:0(2). @)

Now, using Theorem 2.1, we have

n—r (Tl _ r)(_l)i+1 (—a)tr (t - %l + 1) ra-t '
i F(l - r_+1)

a

EMy(t +1) = Cyy

i=0

Putting this into (7) and differentiating k times of both sides of the resulting equation with respect to ¢, and

then evaluating these derivativesatt = 0, one can get the moment recurrence relation given in the theorem.

One can use the relation (6) appropriately to obtain the other moments by fixing k = 1. For example,
given Uiy, trn, 2 < v < 1, can be computed recursively.

Theorem 3.3. Let o« € Z~. Then we have

Mr—a+1:n—a(t) = Mr—a:n—a(t) + & Z (” Z_ 7’)(_1)”1

(n—rl(r-a)! pr
(a)T(t- = +1)T1 -1
r(1- )

wherel <r<n-1.
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Proof. Using (2),

Myu(t +1) = Cp f e f(x; )P (x; a)[1 - F(x )] dx
becomes

Cmf e F(x; a)[1 — F(x; )] dix.

o0

Then using integration by parts by treating e for integration and F"~*(x; a)[1 — F(x; @)]"™" for differentiation,
we can get

nl(r — a)!
r=Dln-a)t

wherel <r<n-1.
Now, using Theorem 2.1, we have

Y (n l_ r)(—l)iﬂ ()T (t -y 1)r(1 - t)‘

ri-=)

Combining these expressions, the result in the theorem follows.

Mr:n(t + 1) = [Mr—a+1:n—a(t) - Mr—a:n—a(t)] ’

tMyn(t+1) = Cppy

i=0

Corollary 3.4. Let a € Z~. We have

) _® (n-a) v (” - ”) i+1 1
reatln—a — Brean—a ¥ 7 A oy - =D i
Hratna = # (n—n)l(r = a)! ZO‘ i r(1- )

* ; r+i
x 2 (—a)r(t—7 +1)r(1—t)

t=0

Especially,
- N el S‘: TN [y + In(-a)
tur—a+1:n—a = Ur—an-a (Tl _ 1’)!(1’ — 0()! i V4

i=0
(-2

[04

where 'y is the Euler’s constant, and () is the digamma function.
Theorem 3.5. Let a € Z~. We have

rln—a—1)! ka g
u® e =p® Aoz D w0 _ka eyl
: an—a-1 n[(r_a_1)| p r+1:n r rn

wherel <r<n-1.

Proof. Using (1), we have

W= ¢, f 7 F )P (5 )1 - (s )] dx

Cin *
— a/ f xk—lpr—a(x; 0()[1 _ F(x; a)]n—r dx

Cri’l « — -
_ a, f XU (x; a)[1 — F(x )] dix.

(o8]
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Then we use integration by parts by treating x*~! for integration, and F"~%(x; a)[1-F(x; @)]"~" and F'~*(x; a)[1—
F(x; a)]"" for differentiation in the first and second integrals above, respectively. After some manipulations,
one can get

k-1 _ __ nli(r—a)t ®) ®) e ®
Hrn == 7 = D)i(n — a)kal (AT ak (172 = b2

Now if we use the following general relation (Relation 3.3.1 in [3])
P+ (= P = i ®

by taking r — @ and n — a for r and n, respectively, the result in the theorem follows.

Remark 3.6. When oo = —1, we can get the relation

®  _ow Kk &
s = Hen + ZHr

by taking r + 1 and n + 1 for r and n, respectively, in (8).

Table 1: Moments of order statistics, .., for K3D.

a=-05 a=-1 a=-15 a=-2 a=-25 a=-3 a=-35 a=-4
0.30685 0.00000 -0.33555  -0.69315 -1.06788  -1.45621 -1.85554  -2.26394
-0.52648  -1.00000 -1.52175  -2.07944 -2.66425  -3.27001 -3.89229  -4.52789
1.14019 1.00000 0.85065 0.69315 0.52850 0.35759 0.18121  -0.00000
-0.90981  -1.50000 -2.15314  -2.85203 -3.58466  -4.34279 -5.12066  -5.91418
0.24019 0.00000 -0.25899  -0.53426 -0.82344  -1.12444 -1.43554  -1.75530
1.59019 1.50000 1.40547 1.30685 1.20447 1.09861 0.98958 0.87765
-1.15267  -1.83333 -2.58868  -3.39721 -4.24419  -5.11973 -6.01707  -6.93147
-0.18124  -0.50000 -0.84650  -1.21650 -1.60608  -2.01195 -2.43142 -2.86231
0.66161 0.50000 0.32852 0.14797 -0.04080  -0.23693 -0.43966  -0.64829
1.89971 1.83333 1.76445 1.69315 1.61955 1.54379 1.46600 1.38629
-1.32846  -2.08333 -2.92260  -3.82090 -4.76118  -5.73222 -6.72645  -7.73864
-0.44950  -0.83333 -1.25301  -1.70245 -2.17621  -2.66977 -3.17957  -3.70279
0.22114 0.00000 -0.23673  -0.48756 -0.75090  -1.02523 -1.30919  -1.60158
0.95527 0.83333 0.70536 0.57166 0.43261 0.28860 0.14002  -0.01275
2.13582 2.08333 2.02922 1.97352 1.91629 1.85759 1.79749 1.73606
-1.46541  -2.28333 -3.19391  -4.16827 -5.18738  -6.23886 -7.31451  -8.40875
-0.64376  -1.08333 -1.56606  -2.08401 -2.63021  -3.19903 -3.78612  -4.38808
-0.06097  -0.33333 -0.62691  -0.93934 -1.26820  -1.61125 -1.96649  -2.33223
0.50325 0.33333 0.15344  -0.03579 -0.23359  -0.43921 -0.65189  -0.87094
1.18128 1.08333 0.98132 0.87538 0.76571 0.65250 0.53597 0.41634
2.32673 2.28333 2.23880 2.19315 2.14641 2.09861 2.04980 2.00000
-1.57715  -2.45000 -3.42263  -4.46303 -5.55035  -6.67130 -7.81715  -8.98202
-0.79491  -1.28333 -1.82155  -2.39976 -3.00952  -3.64420 -4.29870  -4.96917
-0.26589  -0.58333 -0.92735  -1.29466 -1.68192  -2.08612 -2.50465  -2.93533
0.21226 0.00000 -0.22631  -0.46557 -0.71657  -0.97808 -1.24894  -1.52809
0.72149 0.58333 0.43825 0.28655 0.12864  -0.03505 -0.20410  -0.37808
1.36519 1.28333 1.19855 1.11091 1.02053 0.92752 0.83200 0.73411
2.48699 2.45000 241217 2.37352 2.33405 2.29379 2.25276 2.21098
-1.67132  -2.59286 -3.62047  -4.71920 -5.86666  -7.04872 -8.25623  -9.48307
-0.91803  -1.45000 -2.03781  -2.66982 -3.33621  -4.02938 -4.74361  -5.47464
-0.42556  -0.78333 -1.17277  -1.58957 -2.02946  -2.48866 -2.96397  -3.45277
0.00023  -0.25000 -0.51833  -0.80315 -1.10269  -1.41521 -1.73911  -2.07294
0.42428 0.25000 0.06572  -0.12799 -0.33046  -0.54096 -0.75878  -0.98324
0.89981 0.78333 0.66176 0.53528 0.40410 0.26849 0.12871  -0.01498
1.52032 1.45000 1.37748 1.30279 1.22601 1.14720 1.06643 0.98380
2.62508 2.59286 2.55999 2.52648 2.49235 2.45759 2.42224 2.38629

PNO U WNRLNOUIERWNRLOUIAWNRUTRWNEBRWON R WORN SN =A<
WO PPPONNNNNNNOONOG O UILUTUTUTUT A W WWN NP3
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Table 2: Product moments of order statistics, pys:n = E(X:nXsm), for K3D.

r s n a=-05 a=-1 a=-15 a=-2 a=-25 a=-3 a=-35 a=—-4
1 1 1 2.38403 3.28987 4.82141 7.06019 10.06065 13.86107 18.48958 23.96770
1 1 2 1.53927 3.28987 6.17868  10.35006 15.89759 22.88545 31.35990 41.35567
1 2 2 0.09415  -0.00000 0.11260 0.48045 1.14036 2.12054 3.44303 5.12544
2 2 2 3.22878 3.28987 3.46413 3.77032 4.22372 4.83668 5.61927 6.57974
1 1 3 1.82068 4.28987 8.33702  14.15720 21.87386 31.56997 43.30444 57.12098
1 2 3 0.29710 0.85507 1.89907 3.51168 5.75437 8.67359 12.30513 16.67718
1 3 3 -1.07885  -1.71013 -2.26626 -2.69929 -2.97345 -3.06177 -2.94338 -2.60172
2 2 3 0.97645 1.28987 1.86199 2.73576 3.94505 5.51641 7.47082 9.82505
2 3 3 1.06420 0.85506 0.70497 0.62896 0.64017 0.74979 0.96733 1.30086
3 3 3 4.35495 4.28987 4.26520 4.28760 4.36305 4.49682 4.69349 4.95708
1 1 4 2.19625 5.28987  10.34955  17.61262 27.22619 39.28761 53.86514 71.00904
1 2 4 0.64428 1.71013 3.52010 6.19117 9.80842 14.43471 20.11753 26.89359
1 3 4 -0.45701  -0.42026 -0.09300 0.58988 1.67790 3.20938 5.21463 7.71811
1 4 4 -1.94826  -3.00000 -4.05724 -5.06472 -5.98282 -6.78284 -7.44335 -7.94779
2 2 4 0.69400 1.28987 2.29943 3.79097 5.81686 8.41705 11.62233 15.45680
2 3 4 0.35684 0.42026 0.64908 1.07449 1.72274 2.61555 3.77082 5.20344
2 4 4 0.03813  -0.42026 -0.85755 -1.25758 -1.60606 -1.89078 -2.10146 -2.22940
3 3 4 1.25889 1.28987 1.42456 1.68056 2.07324 2.61577 3.31931 4.19329
3 4 4 1.93092 1.71012 1.51417 1.34946 1.22199 1.13720 1.09998 1.11470
4 4 4 5.38697 5.28987 5.21208 5.15662 5.12632 5.12383 5.15156 5.21168
1 1 5 2.55880 6.20653  12.16940  20.72073 32.02703 46.19698 63.30613 83.40973
1 2 5 0.98634 2.49575 4.99124 8.62202 13.49419 19.68450 27.24989 36.23368
1 3 5 -0.02364 0.47287 1.45432 3.00847 5.20195 8.08612 11.70137 16.07999
1 4 5 -1.05710  -1.39314 -1.54495 -1.45123 -1.06647 -0.35604 0.70726 2.14539
1 5 5 -2.66043  -4.07124 -5.54864 -7.02746 -8.46248 -9.82218  -11.08384  -12.23044
2 2 5 0.74604 1.62320 3.07017 5.18015 8.02282 11.65011 16.10120 21.40631
2 3 5 0.28602 0.59053 1.17248 2.08134 3.35762 5.03394 7.13659 9.68689
2 4 5 -0.12356  -0.26079 -0.28373 -0.16507 0.11854 0.58673 1.25589 2.13981
2 5 5 -0.70290  -1.39314 -2.09531 -2.79002 -3.46022 -4.09163 -4.67247 -5.19303
3 3 5 0.61595 0.78987 1.14331 1.70720 2.50793 3.56748 4.90401 6.53255
3 4 5 0.66787 0.59053 0.59209 0.68743 0.88997 1.21156 1.66252 2.25180
3 5 5 0.86002 0.47287 0.09331 -0.27138 -0.61419 -0.92870 -1.20913 -1.45038
4 4 5 1.68752 1.62320 1.61206 1.66279 1.78345 1.98131 2.26284 2.63378
4 5 5 2.70891 2.49573 2.29515 2.11042 1.94473 1.80104 1.68217 1.59069
5 5 5 6.31183 6.20653 6.11209 6.03007 5.96204 5.90946 5.87374 5.85616
1 1 6 2.89237 7.03987  13.82080  23.53976 36.37944 52.45777 71.85613 94.63380
1 2 6 1.30224 3.21193 6.33539  10.85151 16.88489 24.52398 33.83334 44.86146
1 3 6 0.33631 1.21927 2.77140 5.10399 8.30065 12.42509 17.52676 23.64462
1 4 6 -0.54474  -0.42941 0.03347 0.91976 2.28673 4.17876 6.63120 9.67278
1 5 6 -1.57078  -2.21373 -2.74554 -3.10311 -3.24121 -3.12655 -2.73358 -2.04192
1 6 6 -3.27113  -5.00000 -6.84596 -8.73300  -10.60975  -12.44150  -14.20393  -15.87932
2 2 6 0.89094 2.03987 3.91241 6.62560 10.26501 14.89307 20.55612 27.28934
2 3 6 0.37277 0.90752 1.83451 3.22210 5.12493 7.58601 10.63925 14.31163
2 4 6 -0.06132 0.03822 0.34477 0.89935 1.73629 2.88392 4.36556 6.20052
2 5 6 -0.54078  -0.85881 -1.10002 -1.23759 -1.24863 -1.11409 -0.81812 -0.34748
2 6 6 -1.30731  -2.21373 -3.16245 -4.12964 -5.09463 -6.04052 -6.95375 -7.82341
3 3 6 0.45624 0.78987 1.38570 2.28924 3.53845 5.16418 7.19138 9.64026
3 4 6 0.32957 0.39119 0.59328 0.96120 1.51732 2.28084 3.26811 4.49296
3 5 6 0.23141 0.03822 -0.09593 -0.15698 -0.13204 -0.00965 0.22024 0.56640
3 6 6 0.12265  -0.42941 -0.99224 -1.55682 -2.11441 -2.65706 -3.17771 -3.67024
4 4 6 0.77566 0.78987 0.90092 1.12516 147741 1.97077 2.61664 3.42484
4 5 6 1.03889 0.90752 0.82065 0.78638 0.81241 0.90578 1.07289 1.31949
4 6 6 1.56113 1.21927 0.88008 0.54744 0.22524 -0.08281 -0.37320 -0.64272
5 5 6 2.14345 2.03987 1.96763 1.93161 1.93647 1.98657 2.08594 2.23825
5 6 6 3.41336 3.21190 3.01754 2.83218 2.65768 2.49582 2.34834 2.21685
6 6 6 7.14551 7.03987 6.94098 6.84976 6.76715 6.69404 6.63130 6.57974

10053
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4. Product Moments of Order Statistics

We need product moments for covariance calculations of any two order statistics from the distribution.
It is well-known that the joint PDF of X,., and X;.,, 1 <r <s <, is given by

Frsn(®, y;0) = Crsn f(; ) f(y; )F "1 (x; )[1 — F(y; )" *[F(y; a) — F(x; )",

wherex <y, ¥ <sand C,s,, = n!/((r — 1)!(s — 7 — 1)!(n — 5)!). We will try to find a closed form expression for
the product moment E(X%,X!.), k1 € Z*.

Theorem 4.1. We have

s—r—1 n—s
Bk = Con Y, 301 e
i=0 j=0 J
ak al (_a)p1+p2—2 . )
—— 1 ————B(p1+p2—(s+ ,1 - F +p2—(s+ ,
(9p’;aplz{p1—(r+z)/a (p1+p2=(5+ /a1~ p2)sFa(pr+p2=(s+ )/

p1—(r+D)/a,pul+p1 = (r+i/apr =6+ la+r LY

where B(:, ) is the usual beta function defined by the integral B(a,b) = fol ¥ 11 = x)t1dx, a,b > 0 and 3F, is the
generalized hypergeometric function defined by the series

3F2(a1,a2,a3,b1,b2,x)_;)‘ RO o

where (X); = x(x + 1) - - - (x + k — 1) denotes the ascending factorial and o < 0.

Proof.

00 Y
E(xE,XL,) = f f XY foan( v @) de dy

In order to solve this double integral, we use similar change of variables that has been done for single
moments. At the last step, we use the following formula 7.512.5

1
f w1 — )", F (¢, d; p; u) du = B(a, b)3Fx(a, c,d; p,a + b; 1)
0
in [11].

Some calculations are reported in Table 2. Although, we cannot see any overall pattern from this table,
we observe that for r < s < n and fixed n and 7, the product moments decrease with increasing s. Now let
yﬁks?, = E(Xk,XL,). We can find a relation between product moments which is presented in the following

theorem.

Theorem 4.2. Let « € Z~ and r < s. Then we have

®) _ n!(r — a)! (k+1,)) (kL)
rsm T —_ 1\ — ) LT r—a+l,s—an—a r-a,s—an—a
H atk+ 1) — 1)l — a)! [ |
+ r (k+1,D) | (k+1,0)

a(k+ 1) Hrsn [‘lr+1,s:n :
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Proof. By using (1), we have

Crsn < - - —r—
=2 " i - For 1w - Feor - avdy

00 Y
- f f Xy ) 0[1 - F)I"*[F(y) - F)F ! dxdy},

where F(;a) = F(-) and f(;a) = f(-). After using integration by parts by treating x* for integration and
F*(x)[F(y) — F(x)]*"! for differentiation for the first integral above, and a similar substitution for the
second integral, the result of the theorem is easily obtained. O

5. Location-Scale Parameter Estimation

In order to apply the theory developed in the previous sections, we refer to the statistical inference. We
introduce location parameter u and scale parameter o into the model by transformation Y = j + 0X. The
pdf of Y is then given by

1 (1-a)/a
. - ~(y-w)/o —(y-w)/o
; &, !J/ 0)= —e 1 ae ,

where —co < 1 < 00 and ¢ > 0. We use K3D(«, u, o) for the distribution of Y. We assume that the shape
parameter is known.

5.1. Best Linear Unbiased Estimation Method

As an application of the moments of order statistics from the K3D distribution, we search for the BLUE’s
of the location-scale parameters. For a reference, see e.g. David and Nagaraja [9] p. 185. The BLUE's have
been obtained in the literature for different models (see e.g. Balakrishnan et al. [5] and Tumlinson et al.
[26].

Let Yy,..., Y, be a random sample from the K3D(a, 1, 0) and Y1, <--- < Y}, denote the corresponding
ordered observations. Then the BLUE vector of 1 and ¢ is given by

o

where
C=(ATVIA) ATV

A=181 =0 1,5 =W Yun) & = Ermro  Enn)y Erm = E(Xpn) and V is the variance-
covariance matrix of the order statistics from X. All the vectors are n X 1. The variance-covariance matrix
of the estimates is given by

(ATVTA) 162,

The coefficients for the BLUE of u and ¢ are computed for the K3D for a = —0.5(-0.5) =4.5and n = 3,5
and 10, and are presented in Tables 3 and 4, respectively. The coefficients of the variances and covariances
of the BLUE of u and o are tabulated for & = —0.5(=0.5) — 4.5 and n = 3, 5 and 10 in Table 5 for the K3D. In
this table, the first line gives variance coefficients for u, the second line gives those for o, and the last line
gives the covariance coefficients multiplied by o2 for a given 1. We observe from Table 5 that the variances
increase with decreasing a. We just give such tables to show its computability, and use them in a simulation
study.
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Table 3: Coefficients of the BLUE of y for the K3D.

a=-05 a=-1 a=-15 a=-2 a=-25 a=-3 a=-35 a=-4 a=-45

0.40798 0.25000 0.16112 0.11081 0.08011 0.05941 0.04409 0.03185 0.02155
0.42240 0.50000 0.49993 0.45950 0.40476 0.34876 0.29698 0.25118 0.21147
0.16962 0.25000 0.33895 0.42968 0.51513 0.59182 0.65894 0.71697 0.76697

0.19572 0.09762 0.05908 0.04271 0.03476 0.03025 0.02725 0.02495 0.02300
0.29168 0.25017 0.18972 0.14057 0.10572 0.08168 0.06493 0.05295 0.04411
0.25717 0.30442 0.30832 0.28550 0.25188 0.21689 0.18479 0.15698 0.13350
0.17899 0.25017 0.31375 0.36141 0.39070 0.40339 0.40299 0.39324 0.37736
0.07644 0.09762 0.12914 0.16981 0.21693 0.26778 0.32003 0.37188 0.42203

0.06608 0.02615 0.01685 0.01464 0.01416 0.01406 0.01399 0.01386 0.01366
0.12598 0.07426 0.04449 0.02993 0.02276 0.01904 0.01696 0.01568 0.01480
0.14199 0.11192 0.07940 0.05597 0.04091 0.03146 0.02546 0.02154 0.01889
0.14305 0.13742 0.11477 0.09028 0.06988 0.05447 0.04325 0.03516 0.02930
0.13536 0.15026 0.14450 0.12797 0.10844 0.09004 0.07431 0.06148 0.05124
0.12154 0.15026 0.16282 0.16157 0.15137 0.13674 0.12083 0.10545 0.09149
0.10306 0.13742 0.16438 0.18103 0.18758 0.18598 0.17866 0.16784 0.15523
0.08078 0.11192 0.14438 0.17420 0.19872 0.21676 0.22820 0.23367 0.23413
0.05527 0.07426 0.09922 0.12830 0.15941 0.19070 0.22067 0.24823 0.27266
0.02689 0.02615 0.02917 0.03612 0.04676 0.06075 0.07767 0.09710 0.11859

U UIul WWWw |3

—_
o
SOCONOUERWNR, GEWRN~R WN=| =

Table 4: Coefficients of the BLUE of ¢ for the K3D.

-

a=-05 a=-1 a=-15 a=-2 a=-25 a=-3 a=-35 a=-4 a=-45

U1 U1 U1 U1U1 WWWw| B

S S e S
DO OO OO OO OO
O O NI U WN R, UG WNRF~, WN -

—_
o
[y
o

-0.46072  -0.33333 -0.25037 -0.19751 -0.16263 -0.13844 -0.12081 -0.10740 -0.09683
0.11244  0.00000  -0.06551 -0.09700 -0.10905 -0.11097 -0.10797 -0.10277 -0.09678
0.34828  0.33333 0.31588  0.29451  0.27168  0.24941  0.22878  0.21016  0.19361

-0.30261 -0.18888 -0.13109 -0.09954 -0.08044 -0.06779 -0.05882 -0.05212  -0.04690
-0.09670 -0.12780 -0.11999 -0.10315 -0.08732 -0.07451  -0.0645 -0.05669 -0.05052
0.05944  0.00000 -0.03753 -0.05621 -0.06300 -0.06340 -0.06078 -0.05694 -0.05279
0.15630  0.12780  0.09670  0.06726 ~ 0.04212  0.02207  0.00678  -0.00447 -0.01254
0.18357  0.18888  0.19191  0.19164  0.18863  0.18364 0.17732  0.17022  0.16275

-0.15907  -0.08646  -0.05747 -0.04330 -0.03507 -0.02968 -0.02584 -0.02294 -0.02067
-0.11193  -0.08629 -0.06246 -0.04713 -0.03748 -0.03114 -0.02672 -0.02349 -0.02101
-0.06388  -0.06990 -0.06026 -0.04908 -0.04005 -0.03334 -0.02841 -0.02472 -0.02190
-0.02286  -0.04491 -0.04940 -0.04602 -0.04043 -0.03496 -0.03027 -0.02646 -0.02338
0.01167  -0.01545 -0.03000 -0.03539 -0.03564 -0.03354 -0.03063 -0.02763 -0.02486
0.04005 0.01545 -0.00341 -0.01564 -0.02243 -0.02547 -0.02619 -0.02561 -0.02437
0.06213  0.04491  0.02783  0.01316  0.00178  -0.00640 -0.01190 -0.01534 -0.01729
0.07756  0.06989  0.05952  0.04809  0.03690  0.02674  0.01796  0.01066  0.00477
0.08512  0.08629  0.08488  0.08130  0.07621  0.07018  0.06369  0.05707  0.05057
0.08121  0.08646  0.09079  0.09399  0.09621  0.09761  0.09832  0.09846  0.09813

Table 5: Variances and covariances of the BLUE's of y and o for the K3D. (x0?)

a=-05 a=-1 a=-15 a=-2 a=-25 a=-3 a=-35 a=-4 a=-45

0.70814 1.07247 146913  1.89203 233919 281113 3.31076  3.84254  4.41153
0.32584  0.33333  0.34775  0.36253  0.37641  0.38915  0.40065  0.41093  0.42002
0.02511  0.00000 -0.02571 -0.04577 -0.05873 -0.06391 -0.06116 -0.05077 -0.03332

041783  0.62824  0.85389  1.09222  1.34158  1.60082  1.86924  2.14646  2.43248
0.16357  0.17037  0.17800  0.18484  0.19079  0.19596  0.20050  0.20452  0.20810
0.02106 ~ 0.00000 -0.02021  -0.0382  -0.05382 -0.06709 -0.07812 -0.08698 -0.09379

0.20591 0.30745 0.41506  0.52756  0.64408  0.76400  0.88690  1.01247  1.14050
0.07291  0.07679  0.08035  0.08335  0.08587  0.08800  0.08983  0.09141  0.09278
0.01187  0.00000 -0.01125 -0.02162 -0.03107 -0.03965 -0.04743 -0.05448 -0.06087
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5.2. Maximum Likelihood Method
Let the data set x1, x2,. .., x, be modeled by K3D(«, u, 6). Then the log-likelihood function is given by

l(u,0)=-nlno - Zn: (xi ; [J) + (i — 1)i In [1 — ae_(x’_“)/"] ) (10)
=1 i=1

Upon taking the partial derivatives of (10) with respect to the parameters, and then equating them to 0,
the likelihood estimating equations are found as

no(a-l\y e Wl
bulp, 0) = o * ( 15 );‘ 1— e~ @i-w/o 0 (11)
and
- y) (a - 1) (x; — wyeCimwlo
,U/ 0) - + Z Z 1 — qe~i—w/o =0. (12)

By solving (11) and (12) simultaneously, we get the MLE'’s of 11 and o as in the following forms:

L (a—1\y  xemmo
G_x+(11)2;1_afmﬂw- (13)
i=
and
. . 1-a\v e~ild
”_(_ﬁhl( n )#11_aguzmm}' (14)

Since the estimators were not obtained explicitly, one should write an iterative algorithm to compute
the estimates. This algorithm will converge to the true values that maximize the log-likelihood globally
due to the following theorem.

Theorem 5.1. The MLE’s of the parameters |1 and ¢ which are given in (13) and (14), respectively, exist uniquely in
the respective parameter spaces.

Proof. Let 0=(u,0). To show the existence of a local maximum according to Theorem 2.1 in [15], one
may easily show that when 0 tends to the boundary of the parameter space, the likelihood tends to zero.

To show the uniqueness of the MLE of 6 according to Corollary 2.5 in [15], we should first determine
the second derivatives matrix

l )
27 _ [tup tpo
b= (loy la(r)

of the log-likelihood function at the solutions of the estimating equations. We have

(@=1)yr el
o* S 1-ae sl

Z (x; — u) Z(a—l) Z( — p)e"timKlo
1 — qe—&i—w/o
L @=1) g @il
ot &1 - qe i

b =
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I

no (-1 el (a - 1) (x; u)ef(xfu)/o
=G L Z

Ho = — 1 —ae*(xf*#)/“ [1- aeti- u)/a]

At the solutions of the estimating equations, we have the following determinant

det(Dl) = Lyulos — 12,
J@-1) 1 e~ (i—w)/o (0( 1) Z (x; — w)2e /o
| S - aetwie] [1 - ae-Gmw/a]?
_ (@=1) = (x; — )e—(x;—y)/v
o =1 - e wwlo]?
_n(l-a) Z el (a-1p Z o~(i—p)/o
ot [1 - ae-Gimw/o]? o° | [1 — ae-w/o]?
% i (xi — H)Ze*(xl'*!l)/o n (xi . H)e—(xﬁy)/a
T [1-ae 0 1 - ae o]

We observe that det(D?]) is positive from Cauchy-Schwarz inequality. Further, it is clear that },, < 0. Thus,
the MLE’s of 1 and o uniquely exist.

6. Numerical Results

In this section we first report the results of a small simulation study. In order to compare the two
estimation methods we generate 10,000 random samples of size 10 from the K3D(-1.5,2,1). Then we
compute the location-scale estimates from both methods. We use Tables 3 and 4 to compute the BLUE's.
According to Table 6, the two estimation methods have given similar MSE’s and so we may say that their
performances are similar for the small data sets. However, the bias of the location estimate with the BLUE
has given a smaller value.

Next we consider a small real data set from the web site https://tr.euronews.com/2019/09/23/a-dan-z-ye-
turkiye-nin-yoksulluk-ve-gelir-dagilimi-esitsizligi-haritasi.

It consists of relative poverty rates of Turkey for the year 2018. The data set is 8.1, 7.7, 11.5, 10.3, 5.0,
10.1,11.6,9.1, 9.9, 12.7. The skewness coefficient of the data set is -0.64832. Thus, a probability distribution
that can be left-skewed is needed to model this data set. We may use K3D for this purpose appropriately.

We assume that @ = —2.5, as a prior knowledge, in order to use the Tables 3, 4 and 5. We take this value
since it is very close to the L-moment estimate -2.7 of a. At this point, we want to correct the L-skewness
T3 measure in Jeong et al. (2014). The correct expression should be

__ 2(3/a) ~39(=2/a) + Y(-1/a)
’ U(=2/a) - p(-1/a)

We also perform some goodness-of-fit tests to support the validity of this distribution for modelling
the data. Since we are mainly concerned with the location-scale estimation, we may scale the data so
that we perform standard Kolmogorov-Smirnov (KS) and Cramer-Von Mises (CVM) tests. The ks.test
and cvm. test functions in R program [18] are used. The results of the test statistics and their p-values
within parentheses are as follows: K5=0.3637 (0.1083), CVM=0.2352 (0.5099). Both tests do not reject the
hypothesis that the data come from the K3D.
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Table 6: Means of the estimates and the corresponding mean square errors from a small simulation study.

Method {1 &  MSE(n) MSE(®5)

MLE 197611 097788 0.38206 0.06536
BLUE 1.99033 1.03861 0.38171 0.07483

After fitting the K3D to the data we find the MLE’s and standard errors within parentheses which are
ft = 10.4424(0.6122) and 6 = 0.7629(0.2109). The BLUE’s of the parameters are fi = 10.4761 and & = 0.8129.
From Table 5, we see that the variance of [ is 0.6440802, and the variance of & is 0.08587¢2. To calculate
the standard error of I, we use & = 0.8129 and just take the square root of 0.6440852. Similarly, we do it
for the standard error of 5. As a result, the standard errors of i and & are computed as 0.6524 and 0.2382,
respectively. We observe that the MLE’s have slightly smaller standard errors than those for the BLUE's.
We also observe from Figure 2 that the fit based on the MLE method captures the peak of the data slightly
better than the BLUE method.

Density
0.10 0.15
! !

rate

Figure 2: Fits based on the MLE and BLUE methods on the histogram of the relative poverty rates.

7. Conclusions

The kappa distribution, namely K3D, considered in this paper is mainly used in hydrology and envi-
ronmental sciences to model hydrologic and extremal events. Although its usefulness in real applications,
the theory of the distribution has been studied less in the literature. As a contribution to the theory of
the distribution, this paper studied the moments of order statistics from the distribution and derived some
moment relations. We observed that these expressions were in easily computable forms. The relations are
also generalizations of the known results for logistic distribution which are given before. Then we showed
that the BLUE’s can be easily computable and a good alternative to the MLE’s since their computation
do not need any iterative process. Since the distribution studied here has the CDF and its inverse in nice
computable forms, further applications of the distribution are challenging.
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