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Fiedler linearizations of multivariable state-space systems and its
associated system matrix
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Abstract. Linearization is a standard method in the computation of eigenvalues and eigenvectors of
matrix polynomials. In the last decade a variety of linearization methods have been developed in order
to deal with algebraic structures and in order to construct efficient numerical methods. An important
source of linearizations for matrix polynomials are the so called Fiedler pencils, which are generalizations
of the Frobenius companion form and these linearizations have been extended to regular rational matrix
function which is the transfer function of LTI State-space system in [20, 25]. We consider a multivariable
state-space system and its associated system matrix S(λ).We introduce Fiedler pencils of S(λ) and describe
an algorithm for their construction. We show that Fiedler pencils are linearizations of the system matrix
S(λ).

1. Introduction

We denote by C[λ], Cm×n, and C[λ]m×n, the polynomial ring over the complex field C, the vector spaces
of m × n matrices and matrix polynomials over C, respectively.

Consider a matrix polynomial P(λ) =
∑m

j=0 λ
jA j, where A j ∈ Cn×n. Then P(λ) is said to be regular if

detP(λ) is not identically zero. A matrix polynomial U(λ) is said to be unimodular if det U(λ) is a nonzero
constant, independent of λ. Two matrix polynomials P(λ) and Q(λ) are said to be equivalent if there
exist unimodular matrix polynomials U(λ) and V(λ), such that Q(λ) = U(λ)P(λ)V(λ). If U(λ),V(λ) are
constant matrices, then P(λ) and Q(λ) are said to be strictly equivalent [7]. Let P(λ) be an n × n matrix
polynomial (regular or singular) of degree m. Then linearization is a common procedure to solve the
polynomial eigenvalue problem P(λ)x = 0. That is, a matrix pencil L(λ) := X + λY ∈ C[λ]mn×mn is said to be
a linearization [14] of P(λ) if there exist unimodular matrix polynomials U(λ), V(λ) ∈ C[λ]mn×mn such that

U(λ)L(λ)V(λ) = diag(I(m−1)n, P(λ))

for all λ ∈ C, where Ir denotes the r × r identity matrix. In [7, 14] and references therein, linearizations of
matrix polynomials have been studied extensively and Fiedler linearizations of matrix polynomial have
been studied in [8, 9] and references therein. One of the important properties of a Fiedler pencil L(λ) of
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the matrix polynomial P(λ) is that its construction is operation free, that means, block entries of the Fiedler
pencil L(λ) are either In or the coefficient matrices A j of P(λ) or 0n. Also, the Fiedler pencil L(λ) allows an
easy recovery of eigenvectors of P(λ) from the eigenvectors of L(λ). That is, one can recover the eigenvectos
of P(λ) from those of Fiedler pencils [8, 9].

There are many different ways to do linearization. Their advantages and disadvantages with respect to
backward error (determines the smallest perturbation for which a computed solution is an exact solution
of the perturbed problem), conditioning, (sensitivity of eigenvalues under perturbations) have received a
lot of attention in recent years, see e.g. [5, 7, 11, 19, 23, 24].

In this paper we extend the concept of Fiedler linearization from LTI state-space system to general
multivariable state-space system and associated system matrix. In particular, in this paper we discuss the
solution (finding eigenvalues λ ∈ C and eigenvectors v ∈ Cn) of multivariable state-space system Σ

A
(

d
dt

)
x(t) = Bu(t),

y(t) = Cx(t) +D
(

d
dt

)
u(t) t ≥ 0,

(1)

such that S(λ)v = 0, where A(λ) =
∑dA

j=0 λ
jA j ∈ C[λ]n×n is a regular matrix polynomial of degree dA,

D(λ) =
∑dD

j=0 λ
jD j ∈ C[λ]m×m is a matrix polynomial of degree dD, and C ∈ Cm×n,B ∈ Cn×m, and its associate

Rosenbrock system matrix S(λ)

S(λ) =
[

A(λ) −B
C D(λ)

]
∈ C[λ](n+m)×(n+m) (2)

and the associated transfer function

R(λ) = D(λ) + CA(λ)−1B ∈ C(λ)m×m. (3)

Now, consider a more general linear multivariable time invariant state-space system Σ1 on the positive
half line R+ in the representation

0 = A
(

d
dt

)
x(t) + B

(
d
dt

)
u(t),

y(t) = C
(

d
dt

)
x(t) +D

(
d
dt

)
u(t). (4)

The function u : R+ → Rm is the input vector, x : R+ → Rn is the state vector, y : R+ → Rm is the output
vector, and for M(λ) =

∑d
i=0 Miλi

∈ C[λ]m×m we use M( di

dti ) to denote the differential operator
∑ℓ

i=0 Mi
di

dti ,
where d

dt denotes time-differentiation. The associated matrix polynomial is

S(λ) :=
[

A(λ) B(λ)
C(λ) D(λ)

]
∈ C[λ](n+m)×(n+m). (5)

The associate transfer function is defined by

R(λ) := D(λ) − C(λ)A(λ)−1B(λ) ∈ C(λ)m×m, (6)

where, denoting by C[λ]m×m the vector space of m×m matrix polynomials, we assume that A(λ) ∈ C[λ]n×n,
B(λ) ∈ C[λ]n×m, C(λ) ∈ C[λ]m×n, and D(λ) ∈ C[λ]m×m. Notice that in (2) B and C are considered to be constant
matrices.

Rational eigenvalue problems arise in many applications such as free vibration of plates with elastically
attached masses, calculations of quantum dots, vibrations of fluid-solid structures and in control theory,
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see e.g. [6, 13, 16, 17] and the references therein. Rational matrix value functions of the form (6) arise e.g.
in linear system theory, see [3, 29].

If A(λ) is regular, i.e., detA(λ) does not vanish identically, then performing a Schur complement, one
obtains the rational matrix function (6) which, in frequency domain, describes the transfer function from
the Laplace transformed input to the Laplace transformed output of the system. In this case S(λ) is called
a Rosenbrock system matrix, see [12]. Conversely, if one has a given rational matrix function of the form
(6), then one can always interpret it as originating from a Rosenbrock system matrix of the form (5). Such
rational matrix valued functions arise from realizations of input-output data, see e.g. [4], or in model order
reduction, see e.g. [2, 28].

We consider the general square polynomial eigenvalue problem

S(λ)
[

x0
u0

]
:=

[
A(λ) B(λ)
C(λ) D(λ)

] [
x0
u0

]
= 0. (7)

If A and D are square and regular, then one can form the rational function R(λ) as in (6) and, since
detS(λ) = detA(λ)detR(λ), it is clear that the eigenvalues of S(λ) are the eigenvalues of A(λ) and R(λ)
combined and the eigenvalues of A(λ) are the poles of R(λ). We restrict ourselves to rational functions of
the form (6) with regular A(λ) and we assume for simplicity that B,C are constant matrices in λ. All the
results can be extended (with a lot of technicalities) to the case that B,C depend on λ.

Note that for the linear time invariant (LTI) system in state-space form [3]

Eẋ(t) = Ax(t) + Bu(t)
y(t) = Cx(t) +D(λ)u(t),

(8)

where D(λ) ∈ C[λ]m×m is a matrix polynomial and A, E ∈ Cn×n with E being nonsingular, B ∈ Cn×m,C ∈ Cm×n

are constant matrices, a framework has been developed in [25] to study the zeros of LTI system in state
space form via Fiedler-like pencils and linearizations of the Rosenbrock system polynomial S(λ) associated
with the system, see [21, 25–27].

Further, for the higher order linear time invariant (LTI) state-space system

A
(

d
dt

)
x(t) = Bu(t),

y(t) = Cx(t) +Du(t),
(9)

where A(λ) =
∑dA

j=0 λ
jA j ∈ C[λ]n×n is regular matrix polynomial of degree dA and D ∈ Cm×m, C ∈ Cm×n,

B ∈ Cn×m, there is a state-space framework developed in [22] to study the zeros of higher order system via
Fiedler linearizations, see [22]. Also, the eigenvalues and eigenvectors of the system matrix S(λ) associated
with higher order system has been studied in [22].

Multivariable state space system and its associated system matrix play an important role in system
theory. Recently, in [1, 10, 15], different linearizations of theS(λ) in (5) were studied. Further, the eigenvector
recovery, minimal bases and minimal indices of S(λ) has been analyzed. Consider the system matrix S(λ)
given in (2). We wish to study the relationship between the eigenvalues of Rosenbrock system matrix and
associated linearizations. For this we develop a framework for construction of Fiedler linearizations of the
system matrix S(λ). These linearizations are also helpful to study zeros of the system Σ given in (1). This
problem has recently been studied for higher order state-space system in [22] and we will extend these
results to the Multivariable state-space case.

The rest of the paper is organized as follows. In section 2 we recall some basic definitions and results
on matrix polynomial and rational matrix which we need throughout this paper. In section 3 we extend
the results of Fiedler pencils for Rosenbrock system matrix given in [20, 22, 25] to multivariable state space
system. In the same section, we define Fiedler pencils for S(λ) given in (2) and present an algorithm for
their construction. In Section 4 we prove that Fiedler pencils are linearizations for S(λ).
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Notation. An m× n rational matrix function R(λ) is an m× n matrix whose entries are rational functions
of the form p(λ)

q(λ) , where p(λ) and q(λ) are scalar polynomials in C[λ]. We denote the j-th column of the n × n
identity matrix In by e j and the transpose of a matrix A by AT.

2. Basic Concepts

Definition 2.1. [30] Let A ∈ Cm×n,B ∈ Cp×q. Then the Kronecker product (tensor product) of A and B is defined by

A ⊗ B =


a11B · · · a1nB
...

. . .
...

am1B · · · amnB

 ∈ Cmp×nq.

One of the properties of Kronecker product is as follows: Let A ∈ Cm×n, B ∈ Cr×s, C ∈ Cn×p, and D ∈ Cs×t.
Then (A ⊗ B)(C ⊗D) = (AC ⊗ BD) ∈ Cmr×pt.

In order to systematically generate the Fiedler linearizations for Rosenbrock system matrices, we need
a few concepts introduced in [9, 12, 29], and [25].

Definition 2.2. [9] Let small σ : {0, 1, . . . , p − 1} → {1, 2, . . . , p} be a bijection.

(1) For j = 0, . . . , p − 2, the bijection σ is said to have a consecution at j if σ( j) < σ( j + 1) and σ has an inversion
at j if σ( j) > σ( j + 1).

(2) The tuple CISS(σ) = (c1, i1, c2, i2, . . . , cl, il) is called the consecution inversion structure sequence of σ, where σ
has c1 consecutive consecutions at 0, 1, . . . , c1 − 1; i1 consecutive inversions at c1, c1 + 1, . . . , c1 + i1 − 1 and so
on, up to il inversions at p − 1 − il, . . . , p − 2.

(3) The total number of consecutions and inversions in σ is denoted by c(σ) and i(σ), respectively, i.e., c(σ) =
∑l

j=1 c j,
i(σ) =

∑l
j=1 i j, and c(σ) + i(σ) = p − 1.

Now, consider a rational matrix function R(λ) ∈ C(λ)m×n. Then the normal rank of R(λ) denoted by
nrank(R) is defined as nrank(R) := maxλrank(R(λ)), where the maximum is taken over all λ ∈ C which are
not poles of the entries of R(λ). If nrank(R) = n = m, then R(λ) is called regular, otherwise R(λ) is singular
[12].

Let S(λ) be given in (2). Then λ ∈ C is said to be an eigenvalue of the system matrix S(λ) if rank(S(λ)) <
nrank(S). Note that an eigenvalue λ of S(λ) is called an invariant zero of the system Σ and the set of
eigenvalues of S(λ) is denoted by sp(S), see [25].

Let R(λ) ∈ C(λ)m×n be a rational matrix function with normal rank k. Then the Smith-McMillan form of
R(λ) is given by [12, 29]

SM(R(λ)) = diag
(
ϕ1(λ)
ψ1(λ)

, · · · ,
ϕk(λ)
ψk(λ)

, 0m−k,n−k

)
,

where the scalar polynomials ϕi(λ) and ψi(λ) are monic, pairwise coprime and, satisfy the properties:
ϕi(λ)/ϕi+1(λ) and ψi+1(λ)/ψi(λ), for i = 1, 2, . . . , k − 1. The polynomials ϕi(λ) and ψi(λ) are uniquely
determined by R(λ) and are called elementary divisors of R(λ). Also, the polynomials ϕ1(λ), . . . , ϕk(λ)
and ψ1(λ), . . . , ψk(λ) are called zero polynomials and pole polynomials of R(λ), respectively, see [25]. Define
ϕR(λ) :=

∏k
j=1 ϕ j(λ) and ψR(λ) :=

∏k
j=1 ψ j(λ). Then µ ∈ C is said to be a zero of R(λ) if ϕR(µ) = 0 and µ ∈ C

is said to be a pole of R(λ) if ψR(µ) = 0. The spectrum sp(R) of R(λ) is given by sp(R) := {λ ∈ C : ϕR(λ) = 0}.
Therefore, sp(R) is the set of zeros of R(λ) [25].
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3. Fiedler pencils for Rosenbrock system matrix

In this section we define Fiedler pencils for the system polynomial S(λ) and describe an algorithm for
their construction. Let us consider a Rosenbrock system matrix of the form (2) with B,C constant in λ,

S(λ) =
[

A(λ) −B
C D(λ)

]
∈ C[λ](n+m)×(n+m) (10)

and the associated transfer function

R(λ) = D(λ) + CA(λ)−1B ∈ C(λ)m×m,

where A(λ) =
∑dA

i=0 λ
iAi ∈ C[λ]n×n is regular and D(λ) =

∑dD
j=0 λ

jD j ∈ C[λ]m×m. Our aim is to study
linearizations ofS(λ). The most simple way to perform a direct linearization is to consider a first companion
form

C1(λ)w := (λX + Y)w = 0, (11)

where

X =



AdA

In

. . .
In

DdD

Im

. . .
Im


,Y =



AdA−1 AdA−2 · · · A0 0 · · · 0 −B
−In 0 · · · 0 0 0

. . .
. . .

. . .
...

−In 0 0
0 · · · 0 C DdD−1 DdD−2 · · · D0

0 0 −Im 0 · · · 0
. . .

...
. . .

. . .
...

0 −Im 0


,

and

w =



λdA−1(A(λ)−1)Bx
λdA−2(A(λ)−1)Bx

...
(A(λ)−1)Bx
λdD−1x
λdD−2x
...
x


.

It is easy to see that if λ is an eigenvalue of R(λ) then R(λ)x = 0 if and only if C1(λ)w = 0.
An important class of linearizations (which include the first companion form (11) as special case) that

has received a lot of attention are the Fielder pencils, [8, 9, 18]. The Fiedler matrices Mi, i = 0, 1, . . . , dA

associated with A(λ) =
∑dA

i=0 λ
iAi ∈ C[λ]n×n of degree dA [9], are defined by

MdA :=
[

AdA

I(dA−1)n

]
, M0 :=

[
I(dA−1)n

−A0

]
,

Mi :=


I(dA−i−1)n

−Ai In
In 0

I(i−1)n

 , i = 1, . . . , dA − 1.
(12)

If σ : {0, 1, . . . , dA − 1} → {1, 2, . . . , dA} is a bijection, then one furthermore defines the products Mσ :=
Mσ−1(1)Mσ−1(2) · · ·Mσ−1(dA).Note that σ(i) describes the position of the factor Mi in the product Mσ; i.e., σ(i) = j
means that Mi is the jth factor in the product.
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Based on the Fiedler matrices, then for a given A(λ) ∈ C[λ]n×n of degree dA and a bijection σ, in [9] the
associated Fiedler pencil is defined as the dAn × dAn matrix pencil

Lσ(λ) := λMdA −Mσ−1(1) · · ·Mσ−1(dA) = λMdA −Mσ. (13)

This concept was extended in [20–22, 25–27] for square Rosenbrock systems of the state-space form (8)
and (9). In [25] also a multiplication-free algorithm is presented to construct Fiedler pencils for square
system polynomials of the state-space form (8) and it is shown that these Fiedler pencils are linearizations
of the system polynomial and as well as of the associated transfer functions under some appropriate
conditions.

Extending the definition of [25], based on the idea of the companion like form (11), we define ndA × ndA
Fiedler matrices associated with A(λ) ∈ C[λ]n×n as in (12), and Fiedler matrices associated with the matrix
polynomial D(λ) ∈ C[λ]m×m by

NdD :=
[

DdD

I(dD−1)m

]
, N0 :=

[
I(dD−1)m

−D0

]
,

Ni :=


I(dD−i−1)m

−Di Im
Im 0

I(i−1)m

 , i = 1, . . . , dD − 1.
(14)

Based on the Fiedler matrices, then for given D(λ) ∈ C[λ]m×m of degree dD and a bijection σ, in [9] the
associated Fiedler pencil is defined as the dDm × dDm matrix pencil

Tσ(λ) := λNdD −Nσ−1(1) · · ·Nσ−1(dD) = λNdD −Nσ. (15)

Note that MiM j = M jMi, NiN j = N jNi for |i − j| > 1 and except for the terms with index 0, dA and dD,
respectively, each Mi and Ni is invertible. We then have the following definition of Fiedler matrices for
Rosenbrock matrices S(λ) ∈ C[λ](n+m)×(n+m) given in (2).

Definition 3.1. Consider a system polynomial S(λ) as in (2). Let d = max{dA, dD} and r = min{dA, dD}. Define
(dAn + dDm) × (dAn + dDm) matricesM0, . . . ,Md by

M0 =


I(dA−1)n

−A0 (edA eT
dD

) ⊗ B
I(dD−1)m

−(edD eT
dA

) ⊗ C −D0

 =
[

M0 (edA eT
dD

) ⊗ B
−(edD eT

dA
) ⊗ C N0

]

=

[
M0 (edA ⊗ B)(eT

dD
⊗ Im)

−(edD ⊗ Im)(eT
dA
⊗ C) N0

]
,

Md :=


AdA

I(dA−1)n
DdD

I(dD−1)m

 =
[

MdA

NdD

]
.
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For i = 1, . . . , r − 1,

Mi :=



I(dA−i−1)n
−Ai In
In 0

I(i−1)n
I(dD−i−1)m

−Di Im
Im 0

I(i−1)m


=

[
Mi

Ni

]
,

and if dD < dA, then for i = r, r + 1, . . . , d − 1,

Mi :=


I(dA−i−1)n

−Ai In
In 0

I(i−1)n
IdDm

 =
[

Mi
IdDm

]
,

and if dD > dA, then for i = r, r + 1, . . . , d − 1,

Mi :=


IdAn

I(dD−i−1)m
−Di Im
Im 0

I(i−1)m

 =
[

IdAn
Ni

]
,

where Mi, i = 1 : dA and Ni, i = 1 : dD are Fiedler matrices associated with A(λ) and D(λ) given in (12) and (14),
respectively. We refer to the matricesM0, . . . ,Md as the Fiedler matrices associated with S(λ).

Observe that as in [25] one hasMiM j = M jMi for |i − j| > 1 and allMi (except possiblyM0, Md) are
invertible.

The associated Fiedler pencils are then defined as follows.

Definition 3.2. Consider a system polynomial S(λ) as in (2). Let d = max{dA, dD} and M0, . . . ,Md be Fiedler
matrices associated with S(λ) as in Definition 3.1. Given any bijection σ : {0, 1, . . . , d−1} → {1, 2, . . . , d}, the matrix
pencil

Lσ(λ) := λMd −Mσ−1(1) · · ·Mσ−1(d) =: λMd −Mσ, (16)

is called the Fiedler pencil of S(λ) associated with σ. We also refer to Lσ(λ) as a Fiedler pencil of R(λ).

The companion like form given in (11), then is C1(λ) = λMd −Md−1 · · ·M1M0 and the associated second
companion form of S(λ) is

C2(λ) = λMd −M0M1 · · ·Md−2Md−1

= λ



AdA

In

. . .
In

DdD

Im

. . .
Im


+



AdA−1 −In 0

AdA−2 0
. . .

...
...

. . . −In 0
. . .

A0 · · · 0 0 −B 0 · · · 0
0 DdD−1 −Im · · · 0
...

. . . DdD−2

...

0
. . .

... −Im

C 0 · · · 0 D0 0 · · · 0



.
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Example 3.3. Let R(λ) = D(λ) + CA(λ)−1B ∈ C(λ)m×m with A(λ) = A0 + λA1 + λ2A2 + λ3A3, Ai ∈ Cn×n be
a matrix polynomial of degree 3 and D(λ) = D0 + λD1 + λ2D2,Di ∈ Cm×m be a matrix polynomial of degree 2.
Here dA > dD, r = 2 and d = 3. Let σ1 = (1, 3, 2) and σ2 = (2, 3, 1) be bijections from {0, 1, 2} to {1, 2, 3}. Then
Lσ1 (λ) = λM3 −M0M2M1 and Lσ2 (λ) = λM3 −M2M0M1. Then the Fiedler matrices for R(λ) are given by

M0 =


In 0 0 0 0
0 In 0 0 0
0 0 −A0 0 B
0 0 0 Im 0
0 0 −C 0 −D0

 , M1 =


In 0 0
0 −A1 In
0 In 0

−D1 Im
Im 0

 ,

M2 =


−A2 In 0

In 0 0
0 0 In

Im
Im

 , M3 =


A3

In
In

D2
Im

 .
Then

Mσ1 =


−A2 −A1 In 0 0

In 0 0 0 0
0 −A0 0 B 0
0 0 0 −D1 Im
0 −C 0 −D0 0

 .
By using the commutativity relation it is easy to check that Lσ1 (λ) = Lσ2 (λ).

Example 3.4. Let R(λ) = D(λ) + CA(λ)−1B ∈ C(λ)m×m with A(λ) = A0 + λA1 + λ2A2 + λ3A3, Ai ∈ Cn×n and
D(λ) = D0 + λD1 + λ2D2 + λ3D3 + λ4D4, Di ∈ Cm×m. Here, dA = 3, dD = 4, dA < dD and r = 3, d = 4. Consider
Lσ(λ) = λM4 −M2M0M1M3. Then the Fiedler matrices for R(λ) are given by

M0 =



In 0 0 0 0 0 0
0 In 0 0 0 0 0
0 0 −A0 0 0 0 B
0 0 0 Im 0 0 0
0 0 0 0 Im 0 0
0 0 0 0 0 Im 0
0 0 −C 0 0 0 −D0


, M1 =



In 0 0 0 0 0 0
0 −A1 In 0 0 0 0
0 In 0 0 0 0 0
0 0 0 Im 0 0 0
0 0 0 0 Im 0 0
0 0 0 0 0 −D1 Im
0 0 0 0 0 Im 0


,

M2 =



−A2 In 0 0 0 0 0
In 0 0 0 0 0 0
0 0 In 0 0 0 0
0 0 0 Im 0 0 0
0 0 0 0 −D2 Im 0
0 0 0 0 Im 0 0
0 0 0 0 0 0 Im


, M3 =



In 0 0 0 0 0 0
0 In 0 0 0 0 0
0 0 In 0 0 0 0
0 0 0 −D3 Im 0 0
0 0 0 Im 0 0 0
0 0 0 0 0 Im 0
0 0 0 0 0 0 Im


,

M4 =



A3 0 0 0 0 0 0
0 In 0 0 0 0 0
0 0 In 0 0 0 0
0 0 0 D4 0 0 0
0 0 0 0 Im 0 0
0 0 0 0 0 Im 0
0 0 0 0 0 0 Im


.
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Then

Mσ =



−A2 −A1 In 0 0 0 0
In 0 0 0 0 0 0
0 −A0 0 0 0 B 0
0 0 0 −D3 Im 0 0
0 0 0 −D2 0 −D1 Im
0 0 0 Im 0 0 0
0 −C 0 0 0 −D0 0


.

Example 3.5. Let R(λ) = D(λ) + CA(λ)−1B ∈ C(λ)m×m with A(λ) = A0 + λA1 + λ2A2 + λ3A3, where Ai ∈ Cn×n

and D(λ) = D0 + λD1 + λ2D2 + λ3D3, where Di ∈ Cm×m. Here, dA = 3, dD = 3, r = 3, and d = 3. Consider
Lσ(λ) = λM3 −Mσ = λM3 −M2M0M1. Then the Fiedler matrices for R(λ) are given by

M0 =



In 0 0 0 0 0
0 In 0 0 0 0
0 0 −A0 0 0 B
0 0 0 Im 0 0
0 0 0 0 Im 0
0 0 −C 0 0 −D0


, M1 =



In 0 0 0 0 0
0 −A1 In 0 0 0
0 In 0 0 0 0
0 0 0 Im 0 0
0 0 0 0 −D1 Im
0 0 0 0 Im 0


,

M2 =



−A2 In 0 0 0 0
In 0 0 0 0 0
0 0 In 0 0 0
0 0 0 −D2 Im 0
0 0 0 Im 0 0
0 0 0 0 0 Im


, M3 =



A3 0 0 0 0 0
0 In 0 0 0 0
0 0 In 0 0 0
0 0 0 D3 0 0
0 0 0 0 Im 0
0 0 0 0 0 Im


.

Then

Mσ =



−A2 −A1 In 0 0 0
In 0 0 0 0 0
0 −A0 0 0 B 0
0 0 0 −D2 −D1 Im
0 0 0 Im 0 0
0 −C 0 0 −D0 0


.

Having introduced the basic idea of generating Fiedler pencils for Rosenbrock system polynomials
given in (2), now we will analyze these constructed pencils.

Theorem 3.6. Let S(λ) be given in (2). Let d = max{dA, dD} and σ : {0, 1, . . . , d − 1} → {1, 2, . . . , d} be a bijection.
Let Lσ(λ), Tσ(λ), and Lσ(λ) be the Fiedler pencils of A(λ) of degree dA, D(λ) of degree dD, and S(λ), respectively,
associated with σ, that is, Lσ(λ) := λMdA −Mσ, Tσ(λ) := λNdD −Nσ, andLσ(λ) := λMd−Mσ. If σ−1 = (σ−1

1 , 0, σ
−1
2 )

for some bijections σ1 and σ2, then

Lσ(λ) =
[

Lσ(λ) −Mσ1 (edA eT
dD
⊗ B)Nσ2

Nσ1 (edD eT
dA
⊗ C)Mσ2 Tσ(λ)

]
.

Further, if CISS(σ) = (c1, i1, . . . , cl, il), then

Lσ(λ) =
[

Lσ(λ) −edA eT
dD−c1

⊗ B
edD eT

dA−c1
⊗ C Tσ(λ)

]
, if c1 > 0

and

Lσ(λ) =
[

Lσ(λ) −e(dA−i1)eT
dD
⊗ B

e(dD−i1)eT
dA
⊗ C Tσ(λ)

]
, if c1 = 0.
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Proof. We have

Lσ(λ) = λMd −Mσ = λMd −Mσ1M0Mσ2

= λ

[
MdA 0

0 NdD

]
−

[
Mσ1 0

0 Nσ1

] [
M0 (edA eT

dD
) ⊗ B

−(edD eT
dA

) ⊗ C N0

] [
Mσ2 0

0 Nσ2

]
= λ

[
MdA 0

0 NdD

]
−

[
Mσ1 M0Mσ2 Mσ1 (edA eT

dD
⊗ B)Nσ2

−Nσ1 (edD eT
dA
⊗ C)Mσ2 Nσ1 N0Nσ2

]
=

[
Lσ(λ) −Mσ1 (edA eT

dD
⊗ B)Nσ2

Nσ1 (edD eT
dA
⊗ C)Mσ2 Tσ(λ)

]
.

Now, suppose that CISS(σ) = (c1, i1, . . . , cl, il).
Case I : Suppose that c1 > 0. Then by commutativity relation we have Mσ = Mσ1M0M1 · · ·Mc1 with

c1 + 1 ∈ σ1. ThusMσ =Mσ1M0Mσ2 , whereMσ2 =M1 · · ·Mc1 . Hence

Mσ =

[
Mσ1

Nσ1

] [
M0 (edA eT

dD
) ⊗ B

−(edD eT
dA

) ⊗ C N0

] [
Mσ2 0

0 Nσ2

]
=

[
Mσ1 M0Mσ2 Mσ1 (edA eT

dD
⊗ B)Nσ2

−Nσ1 (edD eT
dA
⊗ C)Mσ2 Nσ1 N0Nσ2

]
.

Since j ∈ σ1 implies that j ≥ c1 + 1, we have Mσ1 =

[
∗

Ic1n

]
and Nσ1 =

[
∗

Ic1m

]
. This shows that

Mσ1 (edA ⊗ In) = edA ⊗ In and Nσ1 (edD ⊗ Im) = edD ⊗ Im. So, we have Mσ1 (edA ⊗ B) = edA ⊗ B. Next, we have
Nσ1 (edD eT

dA
⊗ C)Mσ2 = Nσ1 (edD ⊗ Im)(eT

dA
⊗ C)Mσ2 and Mσ1 (edA eT

dD
⊗ B)Nσ2 =Mσ1 (edA ⊗ B)(eT

dD
⊗ Im)Nσ2 . Now, we

have

(eT
dA
⊗ In)M1 = (eT

dA
⊗ In)

 I(dA−2)n
−A1 In

In 0

 = (eT
dA−1 ⊗ In),

(eT
dA
⊗ In)M1M2 = (eT

dA−1 ⊗ In)


I(dA−3)n

−A2 In
In 0

In

 = (eT
dA−2 ⊗ In),

and so on. Thus (eT
dA
⊗In)M1M2 · · ·Mc1 = (eT

dA−c1
⊗In). Hence (eT

dA
⊗In)Mσ2 = (eT

dA−c1
⊗In) and (−(eT

dA−c1
⊗C)Mσ2 =

−(eT
dA−c1

⊗ C). Similarly, we have

(eT
dD
⊗ Im)N1 = (eT

dD
⊗ Im)

 I(dD−2)m
−D1 Im
Im 0

 = (eT
dD−1 ⊗ Im),

(eT
dD
⊗ Im)N1N2 = (eT

dD−1 ⊗ Im)


I(dD−3)m

−D2 Im
Im 0

Im

 = (eT
dD−2 ⊗ Im),

and so on. Thus (eT
dD
⊗ Im)N1N2 · · ·Nc1 = (eT

dD−c1
⊗ Im). Hence (eT

dD
⊗ Im)Nσ2 = (eT

dD−c1
⊗ Im). Now, we have

Nσ1 (edD eT
dA
⊗ In)Mσ2 = Nσ1 (edD ⊗ Im)(eT

dA
⊗ C)Mσ2 = (edD eT

dA−c1
⊗ In) and −(Nσ1 edD eT

dA
⊗ C)Mσ2 = −(edD eT

dA−c1
⊗ C).
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Similarly, Mσ1 (edA eT
dD
⊗ B)Nσ2 = (edA eT

dD−c1
⊗ B). Consequently, we have

Lσ(λ) = λMd −Mσ =

[
Lσ(λ) −edA eT

dD−c1
⊗ B

edD eT
dA−c1

⊗ C Tσ(λ)

]
.

Case II : Suppose that c1 = 0. Then σ has i1 inversions at 0. Hence by commutativity relations we have
Mσ =Mi1 · · ·M1M0Mσ2 =:Mσ1M0Mσ2 with i1 + 1 ∈ σ2. Hence

Mσ =

[
Mσ1

Nσ1

] [
M0 (edA eT

dD
) ⊗ B

−(edD eT
dA

) ⊗ C N0

] [
Mσ2 0

0 Nσ2

]
=

[
Mσ1 M0Mσ2 Mσ1 (edA eT

dD
⊗ B)Nσ2

−Nσ1 (edD eT
dA
⊗ C)Mσ2 Nσ1 N0Nσ2

]
.

Since j ∈ σ2 implies that j ≥ i1 + 1, we have Mσ2 =

[
∗

Ii1n

]
and Nσ2 =

[
∗

Ii1m

]
. This shows that

(eT
dA
⊗ In)Mσ2 = eT

dA
⊗ In and (eT

dD
⊗ Im)Nσ2 = eT

dD
⊗ Im. Hence (−eT

dA
⊗ C)Mσ2 = −eT

dA
⊗ C. Next, we have

M1(edA ⊗ In) =

 I(m−2)n
−A1 In

In 0

 (edA ⊗ In) = (edA−1 ⊗ In),

M2M1(edA ⊗ In) =


I(dA−3)n

−A2 In
In 0

In

 (edA−1 ⊗ In) = (edA−2 ⊗ In).

Thus Mi1 · · ·M2M1(edA ⊗ In) = (edA−i1 ⊗ In). Hence Mσ1 (edA ⊗ In) = (e(dA−i1) ⊗ In) and Mσ1 (edA ⊗ B) = (e(dA−i1) ⊗ B).
Similarly, we have

N1(edD ⊗ Im) =

 I(dD−2)m
−D1 Im
Im 0

 (edD ⊗ Im) = (edD−1 ⊗ Im),

N2N1(edD ⊗ Im) =


I(dD−3)m

−D2 Im
Im 0

Im

 (edD−1 ⊗ Im) = (edD−2 ⊗ Im).

Thus Ni1 · · ·N2N1(edD ⊗ Im) = (edD−i1 ⊗ Im). Hence Nσ1 (edD ⊗ Im) = (e(dD−i1) ⊗ Im). Now, we have Nσ1 (edD eT
dA
⊗

In)Mσ2 = Nσ1 (edD ⊗ Im)(eT
dA
⊗ C)Mσ2 = (edD−i1 eT

dA
⊗ In) and −(Nσ1 edD eT

dA
⊗ C)Mσ2 = −(edD−i1 eT

dA
⊗ C). Similarly,

Mσ1 (edA eT
dD
⊗ B)Nσ2 = (edA−i1 eT

dD
⊗ B). Consequently, we have

Lσ(λ) = λMd −Mσ =

[
Lσ(λ) −e(dA−i1)eT

dD
⊗ B

e(dD−i1)eT
dA
⊗ C Tσ(λ)

]
.

Note that for each i, j ∈ σ, we have MiM j = M jMi, NiN j = N jNi ⇔ MiM j = M jMi. This completes the
proof.

Theorem 3.7. Let S(λ) be in (2) with A(λ) =
∑dA

i=0 λ
iAi, Ai ∈ Cn×n, D(λ) =

∑dD
i=0 λ

iDi, Di ∈ Cm×m. Suppose that
dA > dD. Let σ : {0, 1, . . . , dA − 1} → {1, 2, . . . , dA} be a bijection. The following algorithm constructs a sequence of
matrices {W0,W1, . . . ,WdA−2}, where each matrixWi for i = 1, 2, . . . , dA − 2 is partitioned into blocks in such a way
that the blocks ofWi−1 are blocks ofWi.
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Algorithm 1 Construction ofMσ for Lσ(λ) := λMdA −Mσ.

Input: S(λ) =


dA∑
i=0
λiAi −B

C
dD∑
i=0
λiDi

 and a bijection σ : {0, 1, . . . , dA − 1} → {1, 2, . . . , dA}, and dA > dD .

Output: Mσ

if σ has a consecution at 0 then

W0 :=


−A1 In 0 0
−A0 0 B 0

0 0 −D1 Im
−C 0 −D0 0


else

W0 :=


−A1 −A0 0 B

In 0 0 0
0 −C −D1 −D0
0 0 Im 0


end if

for i = 1 : dD − 2 do
if σ has a consecution at i then

Wi :=


−Ai+1 In 0

Wi−1(1 : i + 1, 1) 0 Wi−1(1 : i + 1, 2 : i + 1) W12

0 0 0
Wi−1(2 + i : 2i + 2, 1) 0 Wi−1(2 + i : 2i + 2, 2 : i + 1) W22

, where

W12 =

[
0 0 0

Wi−1(1 : i + 1, i + 2) 0 Wi−1(1 : i + 1, i + 3 : 2i + 2)

]
,

W22 =

[
−Di+1 Im 0

Wi−1(2 + i : 2i + 2, i + 2) 0 Wi−1(2 + i : 2i + 2, i + 3 : 2i + 2)

]
.

else

Wi :=



−Ai+1 Wi−1(1, 1 : i + 1) 0 Wi−1(1, 2 + i : 2i + 2)
In 0 0 0
0 Wi−1(2 : i + 1, 1 : i + 1) 0 Wi−1(2 : i + 1, 2 + i : 2i + 2)
0 Wi−1(i + 2, 1 : i + 1) −Di+1 Wi−1(i + 2, 2 + i : 2i + 2)
0 0 Im 0
0 Wi−1(i + 3 : 2i + 2, 1 : i + 1) 0 Wi−1(i + 3 : 2i + 2, 2 + i : 2i + 2)


end if

end for
for i = dD − 1 : dA − 2 do

if σ has a consecution at i then

Wi :=
[
−Ai+1 In 0 0
Wi−1(:, 1) 0 Wi−1(:, 2 : i + 1) Wi−1(:, i + 2 : dD + i + 1)

]
else

Wi :=


−Ai+1 Wi−1(1, :)

In 0
0 Wi−1(2 : i + 1, :)
0 Wi−1(i + 2 : dD + i + 1, :)


end if

end for
Mσ :=WdA−2

Proof. Using induction on the degree dA = max{dA, dD} and the idea of proof of Theorem 3.11 in [25] one
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can conclude the result.

Theorem 3.8. Let S(λ) be in (2) with A(λ) =
∑dA

i=0 λ
iAi,Ai ∈ Cn×n, D(λ) =

∑dD
i=0 λ

iDi,Di ∈ Cm×m. Suppose that
dA < dD. Let σ : {0, 1, . . . , dD − 1} → {1, 2, . . . , dD} be a bijection. The following algorithm constructs a sequence of
matrices {W0,W1, . . . ,WdD−2}, where each matrixWi for i = 1, 2, . . . , dD − 2 is partitioned into blocks in such a way
that the blocks ofWi−1 are blocks ofWi.

Algorithm 2 Construction ofMσ for Lσ(λ) := λMdD −Mσ.

Input: S(λ) =
[ ∑dA

i=0 λ
iAi −B

C
∑dD

i=0 λ
iDi

]
and a bijection σ : {0, 1, . . . , dD − 1} → {1, 2, . . . , dD}, and dA < dD.

Output: Mσ

if σ has a consecution at 0 then

W0 =


−A1 In 0 0
−A0 0 B 0

0 0 −D1 Im

−C 0 Im 0


else

W0 =


−A1 A0 0 B

In 0 0 0
0 −C −D1 −D0

0 0 Im 0


end if
for i = 1 : dA − 2 do

if σ has a consecution at i then

Wi :=


−Ai+1 In 0

Wi−1(1 : i + 1, 1) 0 Wi−1(1 : i + 1, 2 : i + 1) W12

0 0 0
Wi−1(2 + i : 2i + 2, 1) 0 Wi−1(2 + i : 2i + 2, 2 : i + 1) W22

 , where

W12 =

[
0 0 0

Wi−1(1 : i + 1, i + 2) 0 Wi−1(1 : i + 1, i + 3 : 2i + 2)

]
W22 =

[
−Di+1 Im 0

Wi−1(2 + i : 2i + 2, i + 2) 0 Wi−1(2 + i : 2i + 2, i + 3 : 2i + 2)

]
else

Wi =



−Ai+1 Wi−1(1, 1 : i + 1) 0 Wi−1(1, 2 + i : 2i + 2)
In 0 0 0
0 Wi−1(2 : i + 1, 1 : i + 1) 0 Wi−1(2 : i + 1, 2 + i : 2i + 2)
0 Wi−1(i + 2, 1 : i + 1) −Di+1 Wi−1(i + 2, 2 + i : 2i + 2)
0 0 Im 0
0 Wi−1(i + 3 : 2i + 2, 1 : i + 1) 0 Wi−1(i + 3 : 2i + 2, 2 + i : 2i + 2)


end if

end for
for i = dA − 1 : dD − 2 do

if σ has a consecution at i then
Wi =

 Wi−1(1 : dA, 1 : dA) Wi−1(1 : dA, dA + 1) 0 Wi−1(1 : dA, dA + 2 : dA + i + 1)
0 −Di+1 Im 0

Wi−1(dA + 1 : dA + i + 1, 1 : dA) Wi−1(dA + 1 : dA + i + 1, dA + 1) 0 Wi−1(dA + 1 : dA + i + 1, dA + 1 : dA + i + 1)


else

Wi =


Wi−1(1 : dA, 1 : dA) 0 Wi−1(1 : dA, dA + 1 : dA + i + 1)
Wi−1(dA + 1, 1 : dA −Di+1 Wi−1(dA + 1, dA + 1 : dA + i + 1)

0 Im 0
Wi−1(dA + 2 : dA + i + 1, 1 : dA) 0 Wi−1(dA + 2 : dA + i + 1, dA + 1 : dA + i + 1)


end if

end for
Mσ :=WdD−2
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Proof. Using induction on the degree dD = max{dA, dD} and the idea of proof of Theorem 3.11 in [25] one
can conclude the result.

4. Fiedler linearizations of Rosenbrock system matrix

In this section we show that the constructed Fiedler pencils associated with Rosenbrock systems are
indeed linearizations. To do this we have to recall a few basic facts.

Definition 4.1 (System equivalence). Let S1(λ) and S2(λ) be (n +m) × (n +m) Rosenbrock system polynomials
of the form (5), partitioned conformably. Then S1(λ) is said to be system equivalent to S2(λ) (denoted as S1(λ) ∼se

S2(λ)), if there exist unimodular matrix polynomials U(λ),V(λ) ∈ C[λ]n×n and Ũ(λ), Ṽ(λ) ∈ C[λ]m×m such that for
all λ ∈ C we have[

U(λ) 0
0 Ũ(λ)

]
S1(λ)

[
V(λ) 0

0 Ṽ(λ)

]
= S2(λ). (17)

Definition 4.2 (Rosenbrock linearization). Let S(λ) be an (n +m) × (n +m) system polynomial of the form (5)
with degree d = max{dA, dD}. A linear matrix polynomial L(λ) is called a Rosenbrock linearization of S(λ), if it
has the form

L(λ) :=
[
A(λ) B

C D(λ)

]
,

with matrix polynomials A(λ),D(λ) of degree less than or equal to 1, constant matrices B,C, and L(λ) is system
equivalent to

S̃(λ) :=
[

U(λ) 0
0 Ũ(λ)

]
L(λ)

[
V(λ) 0

0 Ṽ(λ)

]
=

 I(dA−1)n
S(λ)

I(dD−1)m

 , (18)

where U(λ), V(λ), Ũ(λ), and Ṽ(λ) are unimodular matrix polynomials. If, in addition, U(λ), V(λ), Ũ(λ), and Ṽ(λ)
in (18) are constant matrices, then L(λ) is said to be a strict Rosenbrock linearization of S(λ).

Let E := (Ei j) be a block m × n matrix with p × q blocks Ei j. The block transpose of E, see [9], denoted by
EB, is the block n×m matrix with p× q blocks defined by (EB)i j := E ji. We slightly modify this definition for
the special structure of Rosenbrock linearizations.

Definition 4.3 (Rosenbrock block transpose). Let S be a (dAn + dDm) × (dAn + dDm) system matrix given by

S =

[
A B

C D

]
,

where B := −(eieT
j ) ⊗ B with B ∈ Cn×m, C := (ekeT

ℓ ) ⊗ C with C ∈ Cm×n, A := [Ai j] is an dA × dA block matrix
with Ai j ∈ Cn×n, and D = [Di j] is a dD × dD block matrix with Di j ∈ Cm×m, and ek is the kth column of IdA . The
Rosenbrock block transpose of S, denoted by SB is defined by

SB :=
[

A
B

−(eℓeT
k ) ⊗ B

(e jeT
i ) ⊗ C D

B

]
,

whereAB is the block transpose ofA.

For C1(λ) and C2(λ) given in (11) and (17), respectively, we have C2(λ) = C1(λ)B.
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Definition 4.4. [9] Let P(λ) = A0 + λA1 + · · · + λmAm be a matrix polynomial of degree m. For k = 0, . . .m, the
degree k Horner shift of P(λ) is the matrix polynomial Pk(λ) := Am−k + λAm−k+1 + · · · + λkAm. These Horner shifts
satisfy the following:

P0(λ) = Am, Pk+1(λ) = λPk(λ) + Am−k−1, for 0 ≤ k ≤ m − 1, Pm(λ) = P(λ).

Extending [[9], Definition 4.2] we define auxiliary matrix polynomials associated with Horner shifts for
system polynomials.

Definition 4.5. Let A(λ) =
dA∑
i=0
λiAi ∈ C[λ]n×n be of degree dA and let Pi(λ) be the degree i Horner shift of A(λ). For

1 ≤ i ≤ dA − 1, define the matrix polynomials

Qi(λ) :=


I(i−1)n

In λIn
0n In

I(dA−i−1)n

 , Ri(λ) :=


I(i−1)n

0n In
−In Pi(λ)

I(dA−i−1)n

 ,

Ti(λ) :=


0(i−1)n

0n λPi−1(λ)
λIn λ2Pi−1(λ)

0(dA−i−1)n

 , Ci(λ) :=


0(i−1)n

Pi−1(λ) 0n
0n In

I(dA−i−1)n

 ,
and CdA (λ) := diag

[
0(dA−1)n,PdA−1(λ)

]
.

For simplicity, we often write Qi,Ri,Ti,Ci in place of Qi(λ), Ri(λ), Ti(λ), Ci(λ). Note that C1(λ) = NdA ,
and Qi(λ), Ri(λ) are unimodular for all i = 1, . . . , dA − 1. Also note that RBi (λ) = Ri(λ). The auxiliary matrices
satisfy the following relations.

Lemma 4.6 ([9], Lemma 4.3). Let Qi,Ri,Ti,Ci be as in Definition 4.5 and Mi’s be Fiedler matrices associated with
A(λ). Then the following relations hold for i = 1, . . . , dA − 1.

(a) QBi (λCi)Ri = λCi+1 + Ti, and QBi (MdA−(i+1)MdA−i)Ri =MdA−(i+1) + Ti.

(b) RBi (λCi)Qi = λCi+1 + TBi , and RBi (MdA−iMdA−(i+1))Qi =MdA−(i+1) + TBi .

(c) TiM j =M jTi = Ti and TBi M j =M jTBi = TBi for all j ≤ dA − i − 2.

Definition 4.7. Let D(λ) =
dD∑
i=0
λiDi be an m × m matrix polynomial, and let Xi(λ) be the degree i Horner shift of

D(λ). For 1 ≤ i ≤ dD − 1, define the following mdD ×mdD matrix polynomials:

Zi(λ) :=


I(i−1)m

Im λIm
0m Im

I(dD−i−1)m

 , Ji(λ) :=


I(i−1)m

0m Im
Im Xi(λ)

I(dD−i−1)m

 ,

Hi(λ) :=


0(i−1)m

0m λXi−1(λ)
λIm λ2Xi−1(λ)

0(dD−i−1)m

 , Ei(λ) :=


0(i−1)m

Xi−1(λ) 0m
0m Im

I(dD−i−1)m

 ,
and EdD (λ) := diag

[
0(dD−1)m,XdD−1(λ)

]
.
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For simplicity, we often write Zi, Ji,Hi,Ei in place of Zi(λ), Ji(λ), Hi(λ), Ei(λ). Note that E1(λ) =MdD , and
Zi(λ), Ji(λ) are unimodular for all i = 1, . . . , dD − 1. Also note that JBi (λ) = Ji(λ).

Remark 4.8. Consider the auxiliary matrices Zi(λ), Ji(λ),Hi(λ), and Ei(λ) given in Definition 4.7. Then the Lemma
4.6 also holds for Zi(λ), Ji(λ),Hi(λ), and Ei(λ).

Definition 4.9 (Auxiliary system polynomials). Let Qi(λ), Ri(λ), Ti(λ), and Di(λ) be as in Definition 4.5. Let
Zi(λ), Ji(λ), Hi(λ), and Ei(λ) be as in Definition 4.7. Let d = max{dA, dD}, and r = min{dA, dD}. For i = 1, . . . , d−1,
define (ndA +mdD) × (ndA +mdD) system polynomials:

Qi(λ) =



 Qi(λ) 0
0 Zi(λ)

 , for 1 ≤ i ≤ r − 1 Qi(λ) 0
0 IdDm

 , for r ≤ i ≤ d − 1 and dA > dD IdAn 0
0 Zi(λ)

 , for r ≤ i ≤ d − 1 and dA < dD,

Ri(λ) =



 Ri(λ) 0
0 Ji(λ)

 , for 1 ≤ i ≤ r − 1 Ri(λ) 0
0 IdDm

 , for r ≤ i ≤ d − 1 and dA > dD IdAn 0
0 Ji(λ)

 , for r ≤ i ≤ d − 1 and dA < dD,

Ti(λ) =



 Ti(λ) 0
0 Hi(λ)

 , for 1 ≤ i ≤ r − 1 Ti(λ) 0
0 IdDm

 , for r ≤ i ≤ d − 1 and dA > dD IdAn 0
0 Hi(λ)

 , for r ≤ i ≤ d − 1 and dA < dD,

Di(λ) =



 Ci(λ) 0
0 Ei(λ)

 , for 1 ≤ i ≤ r − 1 Ci(λ) 0
0 IdDm

 , for ≤ i ≤ d − 1 and dA > dD IdAn 0
0 Ei(λ)

 , for r ≤ i ≤ d − 1 and dA < dD,

and Dd(λ) :=
[

CdA (λ) 0
0 EdD (λ)

]
, where d = max{dA, dD}.

Note that D1(λ) =
[

C1(λ) 0
0 E1(λ)

]
=

[
MdA 0

0 NdD

]
= Md and that Qi(λ) and Ri(λ) are unimodular

matrix polynomials for i = 1, . . . , d − 1. Also, note that RBi (λ) = Ri(λ) for i = 1, . . . , d − 1.
The auxiliary system polynomials satisfy the following relations.
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Lemma 4.10. Let Qi,Ri,Ti,Di be the system polynomials given in Definition 4.9 and Mi’s be Fiedler matrices
associated with S(λ). Then the following system equivalence relations hold for i = 1, . . . , d − 1.

(a) QBi (λDi)Ri = λDi+1 + Ti, and QBi (Md−(i+1)Md−i)Ri =Md−(i+1) + Ti.

(b) RBi (λDi)Qi = λDi+1 + T
B
i , and RBi (Md−iMd−(i+1))Qi =Md−(i+1) + T

B
i .

(c) TiM j =M jTi = Ti and T Bi M j =M jT
B
i = T

B
i for all j ≤ d − i − 2.

Proof. (a) We have

Q
B
i (λDi)Ri =

[
QBi 0
0 ZBi

] [
λCi

λEi

] [
Ri 0
0 Ji

]
=

[
QBi (λCi)Ri

ZBi (λEi)Ji

]
=

[
λCi+1 + Ti

λEi+1 +Hi

]
(By Lemma 4.6(a) and Remark 4.8)

=

[
λCi+1

λEi+1

]
+

[
Ti

Hi

]
= λDi+1 + Ti and

Q
B
i Md−(i+1)Md−iRi =

[
QBi 0
0 ZBi

] [
Md−(i+1)

Nd−(i+1)

] [
Md−i

Nd−i

] [
Ri 0
0 Ji

]
=

[
QBi Md−(i+1)Md−iRi

ZBi Nm−(i+1)Nm−1 Ji

]
=

[
Md−(i+1) + Ti

Nd−(i+1) +Hi

]
(Lemma 4.6(a) and Remark 4.8)

=

[
Md−(i+1)

Nd−(i+1)

]
+

[
Ti

Hi

]
=Md−(i+1) + Ti.

(b) We have

R
B
i (λDi)Qi =

[
RBi 0
0 JBi

] [
λCi

λEi

] [
Qi 0
0 Zi

]
=

[
RBi (λCi)Qi

JBi (λEi)Zi

]
=

[
λCi+1 + TBi

λEi+1 +HBi

]
(From Lemma 4.6(b) and Remark 4.8)

=

[
λCi+1

λEi+1

]
+

[
TBi

HBi

]
= λDi+1 + T

B
i and

R
B
i Md−iMd−(i+1)Qi =

[
RBi 0
0 JBi

] [
Md−i

Nd−i

] [
Md−(i+1)

Nd−(i+1)

] [
Qi 0
0 Zi

]
=

[
RBi Md−iMd−(i+1)Qi

JBi Nd−iNd−(i+1)Zi

]
=

[
Md−(i+1) + TBi

Nd−(i+1) +HBi

]
(By Lemma 4.6(b) and Remark 4.8)

=

[
Md−(i+1)

Nd−(i+1)

]
+

[
TBi

HBi

]
=Md−(i+1) + T

B
i .
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(c) We have

TiM j =

[
Ti

Hi

] [
M j

N j

]
=

[
TiM j

HiN j

]
=

[
M jTi

N jHi

]
(by Lemma 4.6(c) and Remark 4.8)

=

[
M j

N j

] [
Ti

Hi

]
=M jTi and

T
B
i M j =

[
TBi

HBi

] [
M j

N j

]
=

[
TBi M j

HBi N j

]
=

[
M jTBi

N jHBi

]
(by Lemma 4.6(c) and Remark 4.8)

=

[
M j

N j

] [
TBi

HBi

]
=M jT

B
i .

Definition 4.11. Let Lσ(λ) = λMd −Mσ be the Fiedler pencil of S(λ) given in (2) associated with a bijection σ. For
j = 1, 2, . . . , d, define

M
( j)
σ :=

∏
σ−1(i)≤d− j

Mσ−1(i),

where the factorsMσ−1(i) are in the same relative order as they are inMσ. Note thatM(1)
σ =

∏
σ−1(i)≤d−1Mσ−1(i) =Mσ

and that M(d)
σ = M0. Also for j = 1, 2, . . . , d, define the (ndA + mdD) × (ndA + mdD) system pencils L( j)

σ (λ) :=
λD j(λ) −M( j)

σ . Observe that L(1)
σ (λ) = λD1 −M

(1)
σ = λMd −Mσ(λ) = Lσ and that

L(d)
σ (λ) = λDd −M

(d)
σ = λ

[
DdA 0

0 −EdD

]
−M0 =


−I(dA−1)n −(edA eT

dD
) ⊗ B

A(λ)
(edD eT

dA
) ⊗ C −I(dD−1)m

D(λ)

 .
The next result shows that L(i)

σ (λ) ∼se L
(i+1)
σ (λ) for i = 1, 2, . . . , d − 1.

Lemma 4.12. We have L(i)
σ (λ) ∼se L

(i+1)
σ (λ) for i = 1, 2, . . . , d − 1. More precisely, if Qi and Ri are the system

polynomials given in Definition 4.9, then

L(i+1)
σ (λ) =

QBi L(i)
σ (λ)Ri, if σ has a consecution at d − i − 1,

R
B
i L

(i)
σ Qi, if σ has an inversion at d − i − 1.

Proof. The proof is exactly the same as that of Lemma 4.5 in [9].

It is now immediate that a Fiedler pencil is a Rosenbrock linearization of S(λ).

Theorem 4.13 (Rosenbrock linearization). Let S(λ) be an (n+m)× (n+m) system matrix (regular or singular)
given in (2). If σ : {0, 1, . . . , dA − 1} → {1, 2, . . . , dA} is a bijection, then the Fiedler pencil Lσ(λ) of S(λ) is a
Rosenbrock linearization for S(λ).
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Proof. By Lemma 4.12, we have d − 1 system equivalences

Lσ(λ) = L(1)
σ (λ) ∼se L

(2)
σ (λ) ∼se · · · ∼se L

(d)
σ (λ)

=


−I(dA−1)n −(edA eT

dD
) ⊗ B

A(λ)
(edD eT

dA
) ⊗ C −I(dD−1)m

D(λ)

 ,
where L(i)

σ (λ) is as in Lemma 4.12. This shows that Lσ(λ) ∼se I(dA−1)n ⊕ S(λ) ⊕ I(dD−1)m.

Corollary 4.14. Let Lσ(λ) be the Fiedler pencil of S(λ) given in (2) associated with a bijection σ, and Qi,Ri for
i = 1, 2, . . . d − 1, be as in Definition 4.9. Then

U(λ)Lσ(λ)V(λ) =


−I(dA−1)n −(edA eT

dD
) ⊗ B

A(λ)
(edD eT

dA
) ⊗ C −I(dD−1)m

D(λ)

 ∼se I(dA−1)n ⊕ S(λ) ⊕ I(dD−1)m,

whereU(λ) andV(λ) are (ndA +mdD) × (ndA +mdD) unimodular system polynomials given by

U(λ) :=U0U1 · · ·Ud−3Ud−2, withUi =

QBd−(i+1), if σ has a consecution at i,
R
B
d−(i+1), if σ has an inversion at i,

V(λ) :=Vd−2Vd−3 · · ·V1V0, withVi =

Rd−(i+1), if σ has a consecution at i,
Qd−(i+1), if σ has an inversion at i.

The indexing ofUi andVi factors inU(λ) andV(λ), respectively, in Corollary 4.14 has been chosen for
simplification of notation and has no other special significance.

Remark 4.15. If we consider D(λ) is a matrix polynomial of degree 1 then the Fiedler pencilsLσ(λ) are linearizations
of the system matrix of LTI state-space system, see [25].

Remark 4.16. Consider the system matrix S(λ) and associated transfer function R(λ) given in (2) and (3), respec-
tively. Given an eigenvector x of Lσ(λ) one can determine an eigenvector of S(λ) from x. That is, one can recover
eigenvectors of R(λ) and S(λ) from those of the Fiedler pencils of R(λ). It directly follows from the Theorem 4.10 and
Theorem 4.11 in [22].

5. Conclusions

We have constructed an algorithm for construction of Fiedler pencils of system matrix S(λ) associated
to a multivariable state-space system and shown that these Fiedler pencils are linearizations of S(λ).
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