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Abstract. Given a matrix, whether it is a nonsingular H-matrix or not is very important in many applica-
tions. In this paper, some new simple criteria, as well as a necessary condition of nonsingular H-matrices,
are proposed. Moreover, they only depend on the elements of a given matrix. Finally, some numerical
examples are given to illustrate the validity of our results.

1. Introduction

The class of H-matrices, proposed by Ostrowski to study the convergence of matrix iterative schemes,
plays an important role in many subjects, such as computational mathematics, mathematical physics,
economics and dynamical system theory[1]. For a given matrix, an interesting problem is to check whether
it is a H-matrix or not, as it can be used in numerical linear algebra, control theory, economic model and
etc.(see [2, 3]).

In 2008, R. Bru et al. proposed a partition in the family of H-matrices, that is, “invertible class”, ”singular
class” and “mixed class”. The “invertible class” contains all H-matrices such that its comparison matrix is
nonsingular, and these H-matrices are invertible, therefore, they also be called “nonsingular H-matrices”.
The second class contains H-matrices with a singular comparison matrix. Note that the H-matrices in the
third class, the mixed class, all have diagonal elements different from zero, but their comparison matrices are
singular. These matrices may be singular or not, as well as reducible or not[1]. For nonsingular H-matrices,
many criteria for determining nonsingular H-matrices are obtained (see [4-16]). However, most of these
criteria are sufficient conditions.

In this paper, we still focus on the judgement of nonsingular H-matrix. In section 2, several simple
criteria which only depend on the elements of a given matrix are obtained, and a necessary condition for
nonsingular H-matrix is also presented. In section 3, some numerical examples are given to illustrate our
results.

For the convenience of discussion, some notations, definitions and lemmas are listed firstly in the
following.
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Let n be an integer number, N = {1,2,...,n} and C"™" be the set of all complex matrices of order n.
Denote

ri(A) = L laijl,
J#F
Ny ={ieN:0 < |ay < ari(A)},
Ny ={i € N : ari(A) < lail <ri(A)},
{

N3 ={i € N : |a;i| = r;(A)},
Ny ={i € N :|a;| > ri(A)},
where0 < a < 1.

Definition 1.1. [2] A matrix A = (a;;) € C"™" is called a diagonally dominant matrix if for eachi € N,

laiil > 7i(A). 1)
Definition 1.2. [2] A matrix A = (a;;)) € C"™" is called a strictly diagonally dominant (shortly as SDD) matrix if
foreachi€ N,

laiil > 7i(A). 2)

Definition 1.3. [17] A matrix A = (a;j) € R™" is a nonsingular M-matrix if its inverse is nonnegative and all its
off-diagonal entries are nonpositive.

Definition 1.4. [18] A matrix A = (a;j) € C™" is called a nonsingular H-matrix if its comparison matrix u(A) =
(ml]) I Rn)(ﬂ,

|aii|/ i= jr
m;i = . .
e { =laijl, i#7j,

is a nonsingular M-matrix.

3
From Definition 1.2, it is easy to obtain that A is a nonsingular H-matrix if | J N; = @. In addition, for a
i=1
nonsingular H-matrix, there exists at least one strict diagonally dominant row, i.e., Ny # @ [4].

Definition 1.5. [19] A matrix A = (a;;) € C™" is called reducible if there exists a @ # S C N such that a;; = 0, for
anyi€ Sand j ¢ S. Otherwise, A is called irreducible.

Definition 1.6. ([2, 3]) A matrix A = (a;;) € C"™" is called irreducibly diagonally dominant if A is a irreducible and
diagonally dominant matrix with strict inequality (2) holds for at least one i € N.

Definition 1.7. [5] A matrix A = (a;;) € C"™" is called a diagonally dominant matrix with nonzero elements chain
if A is a diagonally dominant matrix with at least one strict inequality (2) holds, and for every i € N3, there exists a
nonzero elements chain a;;,a;,j, . ..aj_,j, # 0 such that |a; ;| > r; (A).

Lemma 1.8. [20] A matrix A = (a;;) € C™" is a nonsingular H-matrix if and only if there exists a positive diagonal
matrix X such that AX is an SDD matrix.

Lemma 1.9. [7] Let A = (a;j) € C™", if A is an irreducible diagonally dominant matrix, then it is a nonsingular
H-matrix.

Lemma 1.10. [7] Let A = (a;;) € C™", if A is a nonzero element chain diagonally dominant matrix, then it is a
nonsingular H-matrix.

Lemma 1.11. [6] Let A = (a;;) € C"™", if A has nonzero diagonal elements, then A is a nonsingular H-matrix if and
only if A(0) is a nonsingular H-matrix, where A(0) be the submatrix of A whose rows and columns are indexed by 0
and O = {ili € N, ri(A) > 0}.

Lemma 1.12. [6] Let A = (a;;) € C™" and P be a permutation matrix. Then A is a nonsingular H-matrix if and
only if PTAP is a nonsingular H-matrix.
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2. Main results
To begin with, a new criteria for nonsingular H-matrix is introduced in Theorem 2.1.

Theorem 2.1. Let A = (a;;) € C"™", if there exists a a € (0, 1) such that A satisfies the following conditions,

L ari(A) lagl |ﬂtt| Oﬁ”t(A)
il > 52 Y ol + 2 aal + Y b

teN1\{i} teN3

N Z rlt;A

3
Iaitl], (for all i€ Ny),
teNy I

ri(A) laag| |as| — ary(A)
> G | S L

teN\{i}

(4)
+ Z |a1t| + Z rt(A) 1t|] (fOT’ all ie Nz)/

teNs3 teNy

|aii| > Z |ﬂztz|4) i + ZM| il + Z |a;t]

teNs\{i}

)
+Y ”(A) lagl, (for all i € Na),

i, ||

then A is a nonsingular H-matrix.

Proof. From (3)-(5), we obtain that

1 laiil |a |ﬂtt| a%rt(A
R, = L —
! Z |{11‘t| I:Oﬂ"i(A) |au| Z ar (A) ltl Z ltl

teN, teNy\{i} teN, (6)
rf(A) .
=Y el = Y =l >0, (for all i€ Ny),
teN =l
3 4
1 [lail — ari(A) || lau| — ari(A)
Si= [ aiil — itl — — i
P R R i Ll M
teNy 2\ (7)
A
Y- Y Dl >0, (for alt i €Ny
teNs teNy | I
1 || lau| - Oth(A)
Pi =< laiil - itl = aiel = i
s 2 = L = X e
teN, 3\ ®)
A
—Z ri( )|ait|] >0, (for all i € N3).
N, ||

3
If Y, |ai|=0, we showed R; = +c0, S; = +00, P; = +00. Obviously, R; > 0, S; >0, P; > 0, for all i € [JN;. Then
teN, i=1

there exists a positive number ¢ > 0 such that

0 < € < min{minR;, min S;, min P;}. 9)
€N i€EN, i€N3
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Construct a matrix X = diag(xy, ..., x,), where

lay|
|°m|t(tA)l<A> pe
At |[— T
X = r(A) 7 teN,,
1, t € N3,
ri(A)
Tl * t € Ny.

As ¢ # +00, we obtain x; # +00, then X is a positive diagonal matrix.

Let B = (bij) = AX, then b;; = a;jxj, for all i, j € N. Next, we prove that B is an SDD matrix. From the
division of N, the proof can be divided four cases as follows:

Case 1: forall i € Nj.

() If Y, lag| =0, thena; =0, foralli € Ny, t € Ny.

teNy
By (3), we have
ri(B) = Z xelai| + Z xelai| + Z xelai| + Z xtlaitl
teN7\{i} teN, teN3 teN,
_ || |att| m’t(A)
= ), el Z il + Y laal
teNVi) teN,
|a;il
a:l = b,
ocr,-(A)l il = |biil
(i) If Y lail # 0, by (6) and (9), we have
teNy
ri(B) = Z xelai| + Z x¢lai| + Z Xelai| + Z Xela
teN7\{i} teN, teN; teNy
|att| |att| art(A)
= Y ol Z gl + Y laal + Y (e + - )|a;f|
teN7 \{i ] teN3 teNy
|ﬂft| |ﬂtt| - Wt(A) ri(A)
< Ri2|ait|+ Y )+ Z 1t|+Z|alt| Z o i
teNy teN;\{i} teN3 teNy
| lll
= — biil.
a}’l(A)l 11| | ll|

Case 2: forall i € N.
@) If Y. layxl =0, thena; =0, for all i € Ny, t € Ny, similar to the proof of (i) of Case 1, and by (4), we

teNy
obtain
la;i| — ari(A)
ri(B) < WVM = |bil.
(ii) If ) layl # 0, by (7) and (9), we have
teNy
ri(B) = Z xelai| + Z xelai| + Z xelai| + Z xtlaitl
teN; teN \{i} teN3 teNy
lag |ﬂtt| art(A)
= Z ar(A) laiel + Z
teN; t teNL\{i} teN; teNy
leag| |ﬂtt| Oﬂ”t T’t(A)
< S+ )~ ol + }: Daal+ Yl + Z 2
teNy teN; teN\ i) = =
il — ari(A)
! ' | 11| = |b11|
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Case 3: for all i € N3.

@) If Y. lail =0, thena; =0, foralli € N3, t € Ny, similar to the proof of (i) of Case 1, and by (5), we have
l€N4

ri(B) < lail = |biil.
(i) If ) lay| # 0, by (8) and (9), we have

ieN. 4
ri(B) = Z Xelai| + Z xelai| + Z Xelai| + Z x¢lai
teN; teN, teN;z\{i} teNy
|as| |au| — ar(A

= Z ar(A) |ai| + Z TWH + Z

teNy t t teN3\({i} teNy

|11tt| |ay| — ari(A) 1(A)
< PY ol + ) <l + ZT' gl + Y laal + Z o il
teN, teN teN, ri(A teN\ (i) teN, "t

= lagl = |bil.

Case 4: for all i € Ny, we have |a;;| > ri(A), further, it is easy to obtain that
lasl = Y laul > 0, forall i € Ny.
teN4\{i}

From the definition of N1, N, and N3, we obtain that

||
anA) <1 (forallteNy),
|as| — ar(A)
0< ——=«<1 orall t € Ny),
7y v >
0< r|iA|) <1 (forallt e Ny).
tt

Therefore, we get that

A A
Y gy + z =) .| + z i+ z 18 ay| - 1i(A)
teNy

ar(A) r1(A)
< Y lail + Z lai| + 3. |ﬂ1t| + X |Hit| - T’i(A) =0,
teN; teN, teN3 teN\{i}

further, we obtain that
1 [ laag| |ﬂtt| art(A) ri(A) ]
i ait| + ait| + a;| —ri(A)| < 0.
T Tl @ Ly Lwl+ Y el =r(4)
teN,\ (i) 4\
As ¢ > 0, then
1 [ |a| lag| — ari(A) ri(A) ]
e > — " agl + 2| + ait| — ri(A)]. 10
PR ;a e+ ) S el )l + ) = laid = r(4) (10)

teN\ (i) teN, teN3 teN4\{i}

From (10), for all i € Ny,

bil = 7i(B) = xlaal = Y xilael = Y xilael = Y xilaul = Y xlal
teN; teN, teNs teNy\{i}
|2
= e(ail- Y |ait|)+n(A)—Zm ol
teN\ (i) teN; Ut

|€ltt|—0¢7’t ri(A)
- Y a2 Y el - 2 Tl > 0.

teN, teN3 4\{i}
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That is, |b;| > r(B), for all i € Nj.
From Case 1-4, we get that |b;| > 7;(B), for all i € N, i.e., B is an SDD matrix, from Lemma 1.8, A is a
nonsingular H-matrix. [

Next, based on the conclusion of Lemma 1.9, we have that an irreducible diagonally dominant matrix

is a nonsingular H-matrix, therefore, we obtain the following Theorem 2.2.

Theorem 2.2. Let A = (a;;) € C"™" be irreducible matrix, if there exists a o € (0, 1) such that

ari(A a a ari(A
e Z'“" B+ Y o

;, t(;\li)\{i} teNs (1)
t .
+ a; or all i € Ny),
;N S, )
ri(A) [ lanl laul — ar(A),
il o ! L
) : (12)
DI Ialtl] (for all i€ Ny),
teN3 teNy
) laul | lau| — ari(A), ,
|aii| > Z ar(A) |a;| + Z WW:H + Z |at|
teN; teN, teN;z\{i} (13)

LY BB (for all e Ny,

= laag|

3
and there exists at least one strict inequality holds for i € | J Nj, then A is a nonsingular H-matrix.
i€l

Proof. By the irreducibility of A, we can get r;(A) > 0, for all i € N. Construct X = diag(x1, x2, ..., x,), where

]
TM;(;W<A> fe
At | — QT
w=, ra  LEN2
1, t € N3,
r(4)
laxl te N4.

Obviously x; # +oo, then X is a positive diagonal matrix.

Let B = (b;j) = AX, then b;; = a;;x;, for all i, j € N. Similar to the proof of Theorem 2.1, the proof can be
divided four cases as follows:

Case 1: By (11), we have for all i € N;

W o= Y a'fz'q) il + Z"’”' T+ Y+ Y, "

teN7\{i} teN; teNy
| lll
< = = 1b:l.
= CU’i(A)la“| |biil
Case 2: By (12), we have for all i € N
a;i| — ari(A
ri(B) < Mﬁlﬁl = |biil.

ri(A)
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Case 3: By (13), we have for all i € N3

ri(B) < laiil = |bil,

3
and there exists at least one i € | J N;, such that |b;| > 7;(B).
i=1
Case 4: Since 0 < 45 <1 (forallt € Ny), 0 < ) <1 (forall t € Np), 0 < ) < 1 (for all

las|
t € Ny), from the irreducibility of A, we get that for all i € N,

lay| law| — ary(A) r(A)
)= ), ol - ZN Syl = Y e = Y, a2 0

teN; teN3 teNy\{i}
Therefore
bil = 7i(B) = xlagl = ) xilael = Y xilael = Y xilaul = Y xelal
teN; teN, teNs teN4\{i}
|2 |a| Oﬂ’t(A)
= ri(4)- Za ol = 2y
teN,
(),
= Yl = Y el 20,
teN3 teNg\{i} At

and we obtain |b;| > r;(B), for all i € Ny.

From Case 1-4, we get that |b;| > 7;(B), for all i € N, i.e. B is a diagonally dominant matrix. In addition,
since A is irreducible, then we get B is also irreducible. Hence, B is an irreducible diagonally dominant
matrix. By Lemma 1.9, we conclude that B is a nonsingular H-matrix, and then there exists a positive
diagonal matrix Xj, such that BX; is an SDD matrix, that is, BX1=A(XX;) and (XX) is a positive diagonal
matrix, then we get that A is a nonsingular H-matrix. O

It is shown that a diagonally dominant matrix with nonzero elements chain is a nonsingular H-matrix
by Lemma 1.10, therefore, the following Theorem 2.3 is obtained.

Let
. ari(A a |a | ar(A A
p=fieninl > SRy M e 2Bl + Yl + Y, ],
n teN7\{i} a teN3 teN,
. _ ri(A) |as] |ﬂtt| Dﬂ’t(A)
B={ieNailal > |aﬁ|_mi(A)[Za el + Z aal + Y b
teN, \{i} teN;

+ i) |ﬂit|]},

= leag|

laag| |as| — ari(A)
|a| + ———ay| + |a;¢]
tEZN] ary(A) ;Nz ri(A) Z

teNs\(i}

\

3= {i € N3 : |aj

|€ltt| m’t ri(A)
u|+Z D+ Yl + Y ]}
las¢|

L= {z‘ € Ny : laif
teNs teN\ (i)

\
R
=
E“‘_
—
?n’M
R
=|F
:bl



Y. Li et al. / Filomat 38:4 (2024), 1375-1387 1382

Theorem 2.3. Let A = (a;;) € C"™", if there exists a a € (0, 1)such that

ari(A a la | ari(A
it =R Y e =2l + Y o

|a;i] K ary(A) =
iy A) (14)
Z - ] (for all i€ Ny),
teN, tt
ri(A) |2y |ay| — ari(A) )
| 11| _|u,,|—ar,(A)[Z (A)| 1t| tNZ\‘{' T’t(A) |alt|
5 \{i}
(15)
+ ;Mla,tl + teZN < |a1t|] (for all i€ Ny),
|| lag| — ar(A)
il > Z o+ Z Sl + %}m il
) (16)

+Y ”(A) lagl,  (for all i€Ny),

i, ||

4 4

and if for all i € | J[N; — Ji], there exists a nonzero elements chain a;j,aj j, ...a;_x # 0 such thatk € \ J;, then Ais a
i=1 i=1

nonsingular H-matrix.

Proof. From Lemma 1.11, we assume that r;(A) > 0 (for all i € N). Construct X = diag(x1, x2, ..., x,), where

laz|
fw';(tA)/(A) e
A |ty
Xy = ) te NZ’
1, te N3,
re(A)
laxl t € Ns.

Obviously x; # +00, thus X is a diagonal matrix that has positive diagonal entries. Let B = (b;;) = AX, we
can write b;; = ajjx;j, for all i, j € N. This proof is similar to the proof of Theorem 2.2, we can obtain that
|b;i| > r;(B), for all i € N, and there exists at least an i € U?=1 N; such that |b;;| > 7;(B).

The other hand, if |b;| = r;(B), then for all i € Uf‘zl[N i — Jil, by the hypotheses, we get that there exists a
non-zero entries chain of A, which is a;j,aj,j, ...a;_x # 0 such that k € UL, Ji- Then there exists a non-zero
entries chain of B, which is b;j bj,j,...b;_x # 0, such that k € U?:l Ji satisfying |bxx| > rx(B). This means
that B is a nonsingular H-matrix. By a similar proof of Theorem 2.2, we obtain that A is a nonsingular
H-matrix. O

3
Theorem 2.4. Let A = (a;;) € C™", if there exists a a € (0,1) such that for all j € Ny, t € |JN;, aj; = 0 and
i=1

ari(A) lag| Z lag| — ar(A)
———— a4l

;i >
| 11| |aii| ar (A)| 1t|

teN1 \{i}

+ Yl (for all i,

teN3
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ri(A) laag| |as| — ary(A)
> | e L

teN\{i}

+ Z |a,-t|], (for all i€ Ny),

teN3

a ay| — ary(A .
il > Y, e Y S g Y, (o all i€ Ny,

teN; ( teN, teN;3\{i}

then A is a nonsingular H-matrix.

Proof. By assuming that there exists a positive number k > 0 such that

1 |aii| || |as| — ar(A)
R = [ |- Y el
" T cm(A)' il X @

teNy teN7\{i}
ri(A .
N EE M |)| >0, Gor aien,
teN3 teN
o 1 [lail —ari(A), || lay| — ar(A)
S = el 2 D M e
teN, teN2\{i}
- Z lage| - }{ ), lt|] >0,  (for all i€ Ny),
teN3 | I
_ |ﬂtt| las| — Oﬂ’t(A)
Pi - Z Ia I[l 11| Z 1t|_Z V(A) 1t|_ Z Iaitl
teNy teN3\({i}

t(A) ﬁl] >0, (for all i€ N3).

1
_%ZN"

Then there exists a positive number ¢ > 0 such that

0 < & < min{minR;, minS;, minP;}.
lENl ZENZ ieN3

Construct a matrix X = diag(xy, ..., x,), where

lag|
fmFA)’(m be
At | — ATy
X = m@ o LEN
, te N3,
r1(A)
€+ T t € Ny.

As ¢ # +00, s0 we get x; # +oo, then X has positive diagonal elements and it is a diagonal matrix. Let
B = (bij) = AX, where b;; = a;jx;, for all i, j € N, this proof is similar to the proof of Theorem 2.1, we obtain
that A is a nonsingular H-matrix. [J

Remark: For a matrix A of the form
3

U i
i=1

A Ap

0 Ap

Ny
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if the inequalities in Theorem 2.4 hold in A;;, then A is a nonsingular H-matrix, no matter how large the
elements of Ay, are.

In theorem 2.1-2.4, we obtain several simple criteria for nonsingular H-matrix. Finally, a necessary
condition for nonsingular H-matrix is given in theorem 2.5.

Theorem 2.5. IfA = (ai]-) € C™" is a nonsingular H-matrix, then there exists at least one i € N such that fori € Ny,

ari(A) || lay| — ar(A)
ol > [ gl + Y 2= antA) |a,-t|], (17)
|aiil , GNZI\‘{” ari(A) ;Nz r1(A) tEZN;
or fori € Ny,
1i(A) @] lay| — ar(A)
ol > [ g+ Y 2 Y |], (18)
T il - ari(4) tZN‘ ar(A)"" teszl‘{i} n@) tZN‘ !
or fori € N3,
|| lax| — ar(A)
gl > gl + Y =B ) + lail, (19)
tGZN; ary(A) ;NZ 1¢(A) tGNZS\‘m

holds, where a € (0,1).

Proof. We prove the opposite. Let us assume inequations (17)-(19) are all false, we construct X = diag(x1,x2, ..., Xz),
where

lag]
fw';(tA)/(m e
A | Aty
X = nA) te NZ/
1, te N3,
1, t € Ny.

Obviously, x; # +c0 and X is a positive diagonal entries. Let B = (b;;) = AX, where b;; = a;jx;, for all i, j € N.
Because inequations (17)-(19) are all invalid, we known that

3
bl < Y bl (forall je | JN). (20)
tEON,‘,tij =
i=1

The other hand, because A is a nonsingular H-matrix, and so is B. Let P be a permutation matrix, such that

3
UN;
=1

Bi1 Bi2
PTBP =

By Bxn |y,

By Lemmal.12, we know that
3

UN;

i=1

[ Bii Bp

By1 By

Ny

is a nonsingular H-matrix. Then

[ Bin O
By By
is a nonsingular H-matrix. Therefore, Bi; is a nonsingular H-matrix, which contradicts inequation (20).
Then the conclusion follows. [

Ny
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3. Example

In this section, some numerical examples are given to illustrate our results.

Example 3.1. Let

S W

A =
100

_ == O W
= =N o O
[«]

0 2
0 5
3 0
1 10
1 0

100

We choose o = % and by simple calculation, it is easy to obtain that N1 = {1}, N, = {2}, N3 = {3}, Ny = {4, 5}, and
r1(A1) = 6,12(A1) = 8,73(A1) = 3,14(A1) = 3,15(A1) = 3.
Forallie Ny,

1 1
9  5r1(A1) laxn| - 572(A1) r4(A1) r5(A1)
=3>—= + + + ,
381 50 o] (A lara| + |aqal o] |14l 0] |ais(]
forallie Ny,
24 (A a r4(A r5(A
ol = 6> 2= U)ol g A B,
25 |1122| — Erz(Al) 57”1 (Al) |Ll44| |Ll55|
and for all i € N3,
3 lan| laxa| = 372(A1) r4(A1) r5(A1)
a =3> — = a + a + a + a3s|,
|ass| > %rl(Al)l 31l (A |az;| ol |34 2] |ass|

therefore, from Theorem 2.1 it is easy to obtain that A is anonsingular H-matrix. In fact, let X = diag{1,0.25,1,0.18,0.18},
one can also obtain that A is a nonsingular H-matrix from Lemma 1.8.

Next, we compare the Theorem 1.1 in [21] with our Theorem 2.1.

Example 3.2. Let

351 0 0
06 0 5 3
A, =1 2 3 0 0
1 1 1 100 O
1 11 0 100

We choose o« = % and by calculation, we have N1 = {1}, Na = {2}, N3 = {3}, N4 = {4,5} and r1(Az) = 6,12(A2) =
8,73(Az2) = 3,74(A) = 3,15(A2) = 3.
Forallie Ny,

1 1
9  5r1(A2) lax| - 5m2(A2) ra(A rs(A
anl=3> 2 = 2 220 ol sl + A2 g A
4 a1l 72(Az2) |a44] |ass]
forallie Ny,
24 (A a r4(A r5(A
aml = 6> 22 = 2 bl g A A
25 |l7122| - ET’Z(A2) 57’1 (Az) |a44| |ﬂ55|
and for all i € N3,
3 a1l laxa| = 572(A2) r4(A2) 75(A2)
33| =3 > = = as1| + az| + 34| + 135
|ass| > %rl(Az)l 31l 20A2) |az:| onl |az4 P |ass|

Therefore, from Theorem 2.1, we get A, is a nonsingular H-matrix.
However, it is difficult to prove whether A, is a nonsingular H-matrix using [21]. Since it is hard to find
parameters « that satisfy the condition, we will illustrate using the following two figures.
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sl R

09}
08|
07}
12} 1 06
1 05
08 4 04l
06 4 03l
04r 1 02}

021 4 01k

0 L L L L L L L L L
0.5 052 054 056 058 0.6 062 0.64 066 0.68 0.7 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 1: The parameter « that satisfies Figure 2: Parameter o that does not satisfy
all conditions of Theorem 2.1. the condition of Theorem 1.1 in [21].

In figures 1 and 2, 1 signifies the parameter « that matches the criterion of Theorem 2.1, while 0 indicates
parameter « that does not conform to the stipulations of Theorem 1.1 as mentioned in [21]. It is easy to
observe when implementing Theorem 2.1 to assess whether A, is a nonsingular H-matrix, a substantial
number of « values fulfill the prerequisites when the 0.5 < @ < 0.7 and the step size is 0.01.

While applying Theorem 1.1 from [21] to check whether A, is a nonsingular H-matrix, it is extremely
challenging to locate a value of 0 < a < 1 that satisfies the condition when the step size is set to 0.01.
Consequently, our criterion yield better results in determining parameter « for A,.

At the same time, using Theorem 1 in [6], it is not possible to determine whether matrix A is a

: v o _ _ n(A2)r_lax| lass| ra(Az) r5(As)
nonsingular H-matrix since |a;;| =3 < 9.5 = ol [rz(Az) la1z| + Ts(AD) lais| + ™ la14] + = lais].

And the use of Theorem 2 in [7] does not provide a definitive judgment on whether matrix A, is a

nonsingular H-matrix since |ﬂ11|% =3<5375= Ialzl% + |a3).
Finally, we have verified Theorem 1 in [20], since |a11| =3 < 4.5 = %[%mul + |ays| + thgiT) la14| +
r5(A2)

= lais]], then it is impossible to determine if matrix A; is a nonsingular H-matrix.

Example 3.3. Let

0
0
Az = 0
0

SO O NN
S O O oN Ul
O = WU o
— b W oo

10

We choose o = %, and by calculation, it is easy to obtain that Ny = {1}, N, = {2},N3 = {3,4}, Ny = {5}, and
r1(As) = 5,12(A3) = 7,13(A3) = 3,74(A3) = 4,15(A3) = 1. We get that for all i € Ny,

125 1r1(A3) lanl - 1ra(As)

11| =2< — = a1z| + |agzl],
a1 3 o] r2(A3) |a1o] + laqal]
forallie Ny,
462 (A a
2zl = 6 < —= = 2(1 X [ Bl 4 fasl,
5 lagl - 37r2(A3) 371(As)

and for all i € N3,

d00| — 172(A
: a1 ] + |azz| — 572(A3)
571(A3) 72(A3)

a1 a2 — 172(A3)
T las| + AN
1r1(As) 72(A3)

lass| =3 =3 =

|azo| + lazal,

lagl=4=4= |ago| + lassl.
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From Theorem 2.5, we obtain that As is not nonsingular H-matrix. In fact, it is easy to verify that As is not
nonsingular H-matrix, since its comparison matrix u(As) = (mj;;) € R™" is a singular matrix, that is det(u(As)) = 0.
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