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Abstract. This research studies the existence of a solution for an initial value problem of nonlinear fractional
hybrid differential equations involving Riemann-Liouville derivative in weighted space of continuous

functions. An existence theorem for this equations is proved under mixed Lipschitz and Carathéodory
conditions.

1. Introduction

Fractional calculus has evolved into an important and interesting field of research in view of into nu-
merous applications in technical and applied sciences. The mathematical modeling of many real world
phenomena based on fractional order operators is regarded as better and improved than the one depending
on integer order operators. In particular, fractional calculus has played a significant role in the recent
development of special functions and integral transforms, finance, stochastic processes, wave and diffusion
phenomena, plasma physics, social sciences, for further details and applications, see [13, 16, 20, 21, 27].
Heymans and Podlubny [18] have demonstrated that it is possible to attribute physical meaning to ini-
tial conditions expressed in terms of Riemann-Liouville fractional derivatives or integrals on the field of
viscoelasticity, and such initial condition are more appropriate than physically interpretable initial con-

ditions. Zhao et al.[32] have discussed the following fractional hybrid differential equations involving
Riemann-Liouville differential operators:

Dq(%) = g(t,x(t) ae. te]=[0,T),
x(0) =0,
where DY is the Riemann-Liouville fractional derivative of order 0 < g < 1, f € C(J X R,R\{0}) and

g € C(J xR, R). The authors of established the existence theorem for fractional hybrid diferential equations
and some fundamental differetial inequalities, they also established the existence of extremal solutions. For
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this reason, when x(0) # 0, the solutions to the functional fractional hybrid differential equations given
in the mentioned papers may not be well-defined. In this paper, we continue the work for x(0) # 0, is to
investigate the weighted fractional hybrid differential equations. We consider the initial value problems
for hybrid differential equations with fractional order (IVPHDEEF for short) involving Riemann-Liouville
differential operators of order 0 < a <1,

RDY (7295) = gt x(t) ae. te] =(0,T],

1)

1-a x(t) _
I (f(ax(t)))‘tzo =X €R,

where, R.D* is the Riemann-Liouville fractional derivative of order 0 < a < 1, f € C(J X R,R\{0}), g €
C(] xR, R), by a solution of IVPFHDE (1) we mean a function x € C;1_,4(J, R) such that

(1) the function t — ]ﬁ is continuous for each x € R, and

(if) the function x(f) satisfies the equations in (1).

2. Preliminary Results

In this section, we introduce notations, definitions, and preliminary facts which are used throught this

paper.
Let ] = [0,T] and J* = (0,T]. C(J,R) be the space of IR-valued continuous functions on | endowed with
uniform norm topology

lixllc = sup{lx(¥)l, t €]}
L(J,R) denote the space of Lebesgue integrable R-valued functions on | equipped with the norm || - |1

defined by
T
”x“Ll:f |x(s)lds,
0

and let C(J X R, R) denote the class of functions g : ] X R — R such that
(i) the map t — g(t, x) is measurable for each x € R, and
(i) the map x — g(t, x) is continuous for each t € J.

The class C(J X R, R) is called the Carathéodory class of functions on | x R.
By E = Ci-4(J,R) we denote the space of all continuous functions such that C1_,(J,R) = {x € C(J',R) :
tlirg} t1=x(t) exists}, where the norm in this space is given by

llxll, = sup t7%x(t)),
te]

it easy to see that (Ci—«(J,R), || - llo) is a Banach space. The following lemma is a variant of classical Arzela-
Ascoli theorem. For Q a subset of the space Ci_,(J, R), define Q, by Q, = {x, : x € Q},

tax(t), if teyJ,
: 1-a : —
tli%l £ %(t), if t=0.

It is clear that x, € C(J,R).

Lemma 2.1. [4, 34] A set QO C Ci_4(J, R) is relatively compact if and only if QQ, is relatively compact in C(J, R).
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We give some concepts of fractional calculus. A function x : | — R has a fractional integral if the
following integral

t
I“x(t)zﬁ fo (t = 5)* x(s)ds,

is defined for t > 0, where I'(-) is Gamma function. The Riemann-Liouville fractional derivative of x of order
a is defined as

d . 1 d [ »
(RLD)x(t):E(I1 x)(t) = - fo (t — s)™x(s)ds,

provided it is well defined for ¢ > 0. The previous integral is taken in Lebesgue sense. Let ¢,(f) : R — R,
defined by

tlfa

m, if t>0,

0, if t<0.
Then
I*x(t) = (¢q * x)(F)
and d
RLDx(f) = 7 (@1-a = 0)(0).

3. Existence Results
In the present section, we considering the multiplication in E, such that (xy)(t) = x(t)y(t) for x,y € E.

Theorem 3.1. [14] Let S be a nonempty, closed convex and bounded subset of the Banach algebra E, and let A : E — E
and B : E — E be two operators such that

(a) Ais Lipschitzain with a Lipschitz constant k,

(b) B is completely continuous,

(c) x=AxBx=x €S forally €S, and

(d) Mk <1, where M = ||B(S)|| = sup{lIB(x)|| : x € S}.

Then the operator equation AxBx = x has a solution.

We make the following assumptions:

X

f(t, %)

(A1) there exists a constant L > 0 such that

|f(t/x)_f(t/y)| < le_y|

(Ap) function x — is increasing in R almost everywhere for t € J.

forallt e Jand x,y € R.
(Ay) there exists a function k € L'(J, R) such that

lg(t, x)| < h(t) ae. te]

forallx € R.
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(A3) there exists a number N > 0 such that

TlAll
I'a+1))

Nzy (IIXoII +

where |f(t,x(t)| <y, Y(tx)e]xR

Lemma 3.2. [32] Let 0 < a < 1 and x € L'(0, T).

(H1) the equality RED*1%x(t) = x(t) holds.

(Ha) the equality

Il—ax(o) a1

1* REDx(t) = x(t) — () £,

holds almost everywhere on J.

The following lemma is useful in what follows.

Lemma 3.3. Assume that hypothesis (Ao) holds. Then foranyh € L'(J,R)and 0 < a < 1, the function x € C1_,(J,R)
is a solution of VPFHDE

® \_ ’
RLDa (f(f,x(t))) =h(t), ae te],

)
1 () =5
if and only if x satisfies the hybrid integral equation HIE
1 ¢
x(t) = f(t, x(¢)) [t“‘lxo + @ ‘fo (t- s)“h(s)ds], te]. 4)

Proof. Let x be a solution of the Cauchy problem (3). Since the Riemann-Liouville fractional integral I* is
a monotone operators, thus we apply fractional integral I* by Lemma3.2, the initial value problem (1) is
equivalent to the integral equation

T ()}

[ (A)|
Ia RLDa ( X(t) ) — X(t) _ ftx(t)
ftx(®))  f(Ex(8)) I'(a)

we get
1 (_x()
w I (f(t,x(t)))|

_ t=0 ta—1 a
fox®) - T IO

X _
flt,x(t)

a— 1 t o

19 1xo + ) L (t — 5)*h(s)ds,

ie., t

x(t) = £t x(t)) [ta—lxo ¥ ﬁ fo (t —s)“h(s)ds], reJ.

Thus, (4) holds. Conversely, assume that x satisfies HIE (4). Then dividing by f(t, x(t)) and applying R-D*
x(t)

f(t,x(B)

on both sides of (4), so (3) is satisfied. Again, substituting ¢t = 0 in (4) yields tlir(r)k tl-a = xo. Hence

(3) also holds. The proof is completed. [
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Now we are in a position to prove the following existence thoerem for IVPFHDE.

Theorem 3.4. Assume that hypotheses (Ao) — (A3) hold. Further, if

Tllhll
F(oz+1))<1'

L (uxon + ©)

then the IVPFHDE (3) has a solution on J.

Proof. Set E = C1_,(J,R) and define a subset S of Eby S = {x € E : ||x|]l, < N}, where N satisfies inequality
(2). Clear S is a closed, convex and bounded subset of the Banach space E. By Lemma 3.3, IVPFHDE (3) is
equivalent to the nonlinear HIE

— a-1 L t _ a1 ’
x(t) = f(t,x(t) [t o+ fo (t=5)""g(s,x(eNds|, te]. ©)
Define two operators A: E - Eand B: S — E by
Ax(t) = f(t,x(t)), te] @)
and
t
Bx(t) = t* xo + ﬁ i (t—5)"g(s,x(s))ds, teJ. (8)

Then the hybrid integral equation (6) is transformed into the operator equation as
x(t) = Ax(t)Bx(t), te]. )

We shall show that the operators A and B satisfy all the conditions of Theorem 3.1.
Claiml. Let x, y € E, then by hypothesis (A4;)

|[Ax(t) — Ay(H)| = |f(t, x(t)) — f(t, y(£)] < Llx — yl,
so, that
HAx(t) = Ay(6)] = 7 f(£, x(1) = f(t, y(®)|

< LE9x(t) — y(b)|

< Ll = ylla
for all t € J. Taking the supremum over the interval | we obtain
lAx = Aylla < Lllx = ylla,

forall x,y € E. So A is a Lipschitz on E with Lipschitz constant L.
Claim2. The operator B is completely continuous on S, i.e.,(b) of Theorem 3.1 holds.
First we show that B is continuous on S. Let {x,} be a sequence in S converging to a point x € S. Then by
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Lebesgue dominated convergence theorem

tl—a £
: 1-a — 1; _ o\a-1
lim +7*Bx,(t) = nl_l)rgo (xo + @ ](; (t—5)*""g(s, xn(s))ds

n—+00

=Xp+

tl—a t e
I'(«) j; (t=s5)"" lim g(s, x(s))ds

Hl-a t .
=xp+ @ j(; (t—5s) 1g(s, x(s))ds

= t1=9Bx(t),

for all t € . This shows that B is a continuous operator on S.
Claim3. B is a compact operator on S.

We show that B(S) is a uniformly bounded set in E. Let x € S. Then by hypothesis (A>),

- _ tl_a ' a—1
PlBR () = o + [ fo (t = 5" g(s, x(s))ds

1-a t
S||x0||+1t% fo (t - 51" g(s, x(s))lds

1-a t
S||x0||+;(—a) fo (t = sy h(s)lds

T
< -
< lholl + gyl

for all x € S. This shows that B is uniformly bounded on S.

2096
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On the other hand, let t1, f, € ' with 0 < t; < t,, then for any x € S, one has

|t-Bx(t) — t1-Bax(ty)|

1- 1-
< (tg ¢ - tl oz)

t1
f [(t2 = 5% — (t — 51 ]g(s, x(6)ds
0

I'(@)
t;_ & a—1 d
+F(a) fn (t2 =) " g(s, x(s))ds

1
(t,

s t%_a) g a-1 a-1
< fo [t — 5" = (11 — )" TIh(s)lds

e tzt “h(s)ld
ey [ o e

—a —a (téia B t%*l’l) a o a
&7 Bx(t2) = £ Bx(t)] < =gy hllul(e = 0)" + (6 = )]
Il
2
(b — t1)~.
Tarp27H

As ty — t; the right-hand side of above expression tends to zero independently of x € S. This shows that
B(S) is an equicontinuous set in E. Now the set B(S) is uniformly bounded and equicontinuous set in E so
it is compact by the Arzela-Ascoli theorem. As a result B is a complete continuous operator on S.

Claim4. The hypothesis (c) of Theorem 3.1 is satisfied.

Let x € E and y € S be arbitray such that x = AxBx. Then

F-9Jx()] = F-*|Ax(t)By(t)

= 17 Ax(t)lIBy(t)]

= (& x(D))l

tl—a t ot
xo+m‘fo‘(t—s) g(s, x(s))ds

1-a t
<[l + 15 [ -9

Tl
< )/(onll *raeD)

Taking supremum for t € ], we obtain

T[]
llxella < y(llxoll Tar ) <N

thatis, x € S.
Claim.5 Now we show that Mk < 1 that s, (d) of Theorem 3.1 holds.
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TlAllz:
Ia+1)
all the conditions of Theorem 3.1 are satisfied and hence the operator equation AxBx = x has a solution in
S. As a result, IVPFHDE (1) has a solution defined on J. This completes the proof. [

This is obvious by (5), since we have M = ||B(S)|| = sup{||Bx|| : x € S} < (leoll + ) and k = L. Thus,

4. Weighted fractional hybrid differential inequalities

We discuss a fundamental result relative to strict inequalities for IVPFHDE (1).

Lemma 4.1. [31] Let m € E. Suppose that for any t; € (0, +00), we have m(t;) = 0 and m(t) < 0 for 0 < t < #;.
Then it follows that
REDam(ty) > 0.

Theorem 4.2. Assume that hypothesis (Ao) holds. Suppose that there exist functions y,z € E such that

RLD”‘( f(ty, (}2 t))) <gt,y(t) aete] (10)
and
o 21 ,
RLD (f(t,z(t))) >g(t,z(t) aete] (11)

0 <t < T, with one of the inequality being strict. Then

yO < ZO,

where y° = tlil‘(l)’} 1= y(t) and 2° = thrg} t1=0z(t), implies

y() <z(t)
forallte].

Proof. Suppose that inequality (11) holds. Assume that the claim is false. Then, since 1° < z° and t~*y(t)
and t17%z(t) are continuous functions, there exists #; such that 0 < t; < T with y(t;) = z(t1) and y(t) < z(t),
0 <t < fy. Define

_ v ()
f(t, y(®) ft,z(t)
Then we have Y(t1) = Z(t1), and by virtue of hypothesis (Ag), we get Y(t) < Z(t) forall 0 < t < t;.

Setting m(t) = Y(t) — Z(t), 0 < t < #;, we find that m(t) < 0,0 < t < t; and m(t;) = 0 with m € E. Then, by
Lemma 4.1, we have RED%m(t;) > 0. By (10) and (11), we obtain

Y(t) and Z(t) =

gt y(t) = DY (H) = DZ(H) > g(h, z(h)).

This is contradiction with y(t;) = z(t1). thus the conclusion of the theorem holds and the proof is com-
plete. [

Theorem 4.3. Assume that hypothesis (Ag) holds. Suppose that there exist functions y,z € Ci_,(J, R) such that

RLya y(t)
P (f(t, (1)

) <gt,yt) aete] (12)
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and

RLpya [ 2() ) /
D (f—(f, ) >g(t,z(t) aete], (13)

one of the inequalities being strict, and lim tay(t) < lim t1=0z(t) , then

tl—a y(t) < li tl—a Z(t)

N R = N E0) 14)
implies

y(t) < z(t) (15)
forallte].

. _oy) ) _z(h
Proof. We have lim =% < lim '@ .
f PR Ry <R R0
1-a y(t) _ Z(t) : : 1-a : 1-a
This implies IL%} t ( Ty Fh20) < 0, and by hypothesis (Ap) we have }L%} Ey(t) < tlgg} E%z(8).
Hence the application of Theorem 4.2 yields that y(t) < z(t). O

Theorem 4.4. Assume that the conditions Theorem 4.3 hold with inequalities (10) and (11). Suppose that there
exists a real number M > 0 such that

X1 X2

(t,x1) - f(t,xz)) aete] (16)

forall x1,x, € R with x1 > x,. Then

g0 = 903 < Ty

Y <20

implies, provided M < T'(a + 1),
y(t) <z(t)
forallte].

Proof. We set 7740 + &(1 + %) for small € > 0 and let Z,(t) = 7auy; and Z(f) = 7% for t € J. So that we
have

Z:(t) > Z(t) = Z:(t) > z(t).
Since g(t, x1) — g(t, x2) < 7%= (f(f,lcl) - f(f,iz)) and RLD@ (f(t ) ) > g(t,z(t)) for all t € ], one has
RLDAZ,(t) =R- DAZ(f) + e LD 1o
> gt z() + T+ 1)

M

> g(t,2(0) - 7
>g(t,ze(t) + eT(a + 1) = M)

> g(t, z(t))

provided M < I'(@ + 1). Also, we have z > z° > 1°. Hence, the application of Theorem 4.2 yields that
y(t) < z(t) for all t € J. By the arbitrariness of ¢ > 0, taking the limits as ¢ — 0, we have y(t) < z(t) for all
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te].
This completes the proof. [J

5. Existence of maximal and minimal solutions

In this section, we shall prove the existence of maximal and minimal solutions for IVPFHDE (1) on J.
We need the following definition in what follows.

Definition 5.1. A solution r of IVPFHDE (1) is said to be maximal if for any other solution x to IVPFHDE (1) one
has x(t) < r(t) for all t € |. Similarly, a solution p of IVPFHDE (1) is said to be minimal if p(t) < x(t) for all t € ],
where x is any solution of VPFHDE (1) on J.

We discuss the case of maximal solution only, as the case of minimal solution is similar and can be obtained
with the same arguments with appropriate modifications. Given an arbitrarily small real number ¢ > 0,
consider the following initial value problem of IVPFHDE of order 0 < a < 1:

RL xH) ) _ . ’
D f(t/x(t))) =gt,x(t) +¢ aete],

(17)

1-a x(t) _ .
I (f(t,x(t»)‘tzo =X té

where f € C(J x R,R\{0}) and g € C(J X R, R).
An existence theorem for IVPFHDE (17) can be stated as follows.

Theorem 5.2. Assume that hypotheses (Ao)-(A3) hold. Suppose that inequality (5) holds. Then, for every small
& > 0, IVPFHDE (17) has a solution defined on |.

Proof. By hypothesis, since

Tl
L(llxoll s ) <!

there exists €y > 0 such that

L(||X0|| , Tkl + e)) 1

T'a+1)

for all 0 < € < £9. Now the rest of the proof is similar to Theorem 4.4. []
Our main existence theorem for maximal solution for IVPFHDE (1) is following.

Theorem 5.3. Assume that hypotheses (Ao)-(As) hold with the conditions of Theorem 4.2. Furthermore, if condition
(5) holds, then IVPFHDE (1) has a maximal solution defined on J.

Proof. Let{e}; be a decreasing sequence of positive real numbers such that lim ¢, = 0, where ¢ is a positive

n—o0

real number satisfying the inequality

L{xoll + M) <1.

I'a+1)

The number ¢, exists in view of inequality (5). By Theorem 5.2, there exists a solution (¢, ¢,;) defined on |
of the IVPFHDE

RLDa (f(zg()t))) =gt,x(t)+¢e, aete],

(18)

- (f(f,ﬁf()t)))

= Xq + &y
(=0 0 n
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Then any solution u of IVPFHDE (1) satisfies
t)
RLpya ( x(
f(tu(®))

and any solution of auxiliary problem (18) satisfies

RLa F(t,Sn)
P (f(t,r(t,en))

) < g(t, u(t)),

) = g(t, r(t, en)) + €0 > g(t, 1(t, €0)),

where tlg(r)} (%) =xg<xo+é&, = tlg(y)} ( f(:/(:(’i’;_)”))). By Theorem 4.2, we infer that

u(t) <r(t, e,) (19)
forallt € Jand n € IN. Since

s r(t,e2)
Xo+ & = lim (f(f,f(f,zé'z)))

t—0*
. r(t,e1) _
< lim (ihy) = %0 +e1,

then by Theorem 4.2, we infer that #(t, €;) < 7(t, €1). Therefore, #(t, ¢,,) is decreasing sequence of positive real
numbers, and limit

r(t) = lim r(t, en) (20)

exists. We show that the convergence in (20) is uniform on J. To finish, it is enough to prove that sequence
r(t, €n) is equicontinuous in Ci1_(J, R). Let ¢, t, € J with t; < t, be arbitrary. Then

|ty (t2, €0) — 577 (t1, €0)]

1-a ty

t
= |Lf(k2, 1(t2, £0))] ((IIxOII +é&n) + ﬁ | (t2 =) (g(s, (s, n)) + en)dS]

1-a H

t
=[f(t1, r(t1, €q))] [(||x0|| +ep) (=9 (g(s, 7(s, &) + En)ds]

I'(a) Jo
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Thus

65747 (ty, €0) — £;71(t1, £0)]

= |(f(f2, r(t2, €n)) — f(t1, r(tr, €n)))lIxoll + €1)

tlﬂl ty
+[f(f2, 7(f2, €n))] [ﬁ j; (t2 =) (g(s, 7(5, €n)) + En)ds]

1-a

1
—[f(tr, r(tr, €n))] [ﬁ j; (1 = 8)" " (g(s, (s, €n)) + En)dS]

< |(f(t2, 1(t2, €n)) = f(E1, 1(E1, €0))(lIxo0ll + €]

+

tl—a )
[f(t2, 7(t2, €4))] [ﬁ fo (t2 = )" (g(s, 7(s, €n)) + Sn)dS]

tlfa t
—[f(t1, 1(tr, €n))] [@ fo (t1 =) (g(s, 1(s, €n)) + Sn)dS]

<1(F(ta, 1t €0)) — (b1, 1t ) [||x0|| A M]

Ia+1)

o (t;—a _ t%—a)

W(”h“[} + et — 0)* + (ttlx B tg)]

1-a

2 _ a
+PF(zx " 1)(||h||L1 + &,)(t2 — £1)%,

where F = sup, e (£ X)]-

Since f is continuous on a compact set | X [-N, N], it is uniformly continuous there. Hence

[f(t2, 7(t2, €n)) = f(t1,7(t1, €4))l > 0 as t =t
uniformly for all n € IN. Therefore, from the above inequality, it follows that
lty 1 (t2, €n) — 1 7(t, €0)l > 0 as H > b
uniformly for all n € IN. Therefore,

r(t,eq,) = r(t) as n— oo forallte]

2102

Next, we show that function r(f) is a solution of IVPFHDE (1) defined on J. Now, since r(t, ¢,,) is a solution
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of IVPFHDE (18), we have

1t €0) = LFCE 7t ea)] (17 (00 + €4)

1 t a—1
+m jo‘ (t=5)""(g(s, (s, €n)) + gn)ds)

for all t € J’. Taking the limit as n — oo in the above equation yields

r(t) = [f (¢, r(1))] (ta_lx b ft(f—s)a_l( (s, 1(s))ds
I T T(@) Jo 7

for all t € J'. Thus, the function r is a solution of IVPFHDE (1). Finally, from inequality (19) it follows that
u(t) < r(t) for all t € J. Hence, IVPFHDE (1) has a maximal solution on J. This completes the proof. [

6. Comparison theorems

The main problem of the differential inequalities is to estimate a bound for the solution set for the
differential inequality related to IVPFHDE (1). In this section, we prove that the maximal and minimal
solutions serve as bounds for the solutions of the related differential inequality to IVPFHDE (1) on J.

Theorem 6.1. Assume that hypotheses (Ao)-(A3) and condition (5) hold. Suppose that there exists a real number

M > 0 such that
X1 X

M 2
gt x1) = g(t, x2) < i (f(t,x1) - f(t,xz)) ae. te]

forall x1,x, € R with x1 > x,, where M < I'(a + 1). Furthermore, if there exists a function u € C1_,(J, R such that

RLpa (f(zg()t))) < g(t,u(t)) aete]

(21)

1-a u(t)
I (f(t,u(t)))L:O < Xo,

then
u(t) < r(t) (22)

for all t € |, where r is a maximal solution of IVPFHDE (1) on |.

Proof. Let € > 0 be arbitrarily small. By Theorem 5.3, r(t, €) is a maximal solution of IVPFHDE (17) so that
the limit

r(t) = limr(t, ¢) (23)

is uniform on | and the function r is a maximal solution of IVPFDE (1) on J. Hence, we obtain

t, ’
RLDa (f(:fr(il))) =gt rte)+e aete]

(24)

r- (f(:,(rt(/:;)e)))

=Xy +E.
t=0 0
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Form the above inequality it follows that

RLpa (f(:(:(f)é))) > g(t,r(te) aete]

(25)

1oa (_rite) _
I (f(t,ra,e»)L:O =X te
Now we apply Theorem 4.4 to inequalities (21) and (25), conclude that u(t) < r(t, ¢) for all t € J. This, in
view of limit (23), further implies that inequality (22) holds on J. This completes the proof. [

Theorem 6.2. Assume that hypotheses (Ao)-(A3) and condition (5) hold. Suppose that there exists a real number

M > 0 such that
X1

M X2
g(t,x1) = g(t, x2) < T (f(t,xl) - f(t,Xz)) aete]

for all x1,x, € Rwith x1 > x,, where M < I'(a + 1). Furthermore, if there exists a function u € C1_4(J, R such that

RD* (795) = gt o) aete]

(26)

1-a o(t)
I (f(t,v(t»)L:O > Xo,

then

p(t) < o(t)
forall t € |, where p is a minimal solution of IVPFHDE (1) on |.

7. Existence of extremal solutions in vector segment

Sometimes it is desirable to have knowlege of the existence of extremal positive solutions for [VPFHDE
(1) on J. In this section, we shall prove the existence maximal and minimal positive solutions for IVPFHDE
(1) between the given upper and lower solutions on J. We use a hybrid fixed point theorem of Dhage [15]
in ordered Banach spaces for establishing our results. We need the following preliminaries in what follows.
A nonempty closed set K in a Banach algebra E is called a cone with vertex 0 if

(i) K+KcK,
(if) AKC KforAeR,A>0,
(ii1) (—K) N (K) = 0, where 0 is the zero element of E.
(iv) a cone K is called positive if K o K C K, where o is a multiplication composition in E.

We introduce an order relation < in E as follows. Let x,y € E. Then x < y if and only if y — x € K. A cone
K is said to be normal if the norm || - ||, is semi-monotone increasing on K, that is there is a constant N > 0
such that ||x]| < Nllyll, for all x, y € K with x < y. It is known that if the cone K is normal in E, then every
order-bounded set in E is norm-bounded. The details of cones and their properties appear in Heikkila
al.[17].

Lemma 7.1. [15] Let K be a positive cone in a real Banach algebra E and let u1, uy,v1, v, € K be such that u; < vy
and up < vy. Then uyjuy < v1v,. For any a, b € E, the order interval [a, b] is a set in E. given by

[a,b] ={x € E: a<x<b}.

Definition 7.2. [32] A mapping Q : [a,b] — E is said to be nondecreasing or monotone increasing if x < y implies
Qx < Qyforall x,y € [a,b].
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We use the following fixed point theorems of Dhage [15] for proving the existence of extremal solutions for
problem (1) under certain monotonicity conditions.

Lemma 7.3. [15] Let K be a cone in a Banach algebra E and let a, b € E such thata < b. Suppose that A, B : [a,b] — K
are two nondecreasing operators such that

(a) A is Lipschitzian with a Lipschitz constant k,
(b) Bis complete,
(c) AxBx € [a,b] for each x € [a, ]].

Further, if the cone K is positive and normal, then the operator equation AxBx = x has the least and the greatest
positive solution inla, b], whenever kM < 1, where M = ||B([a, b])|| = sup({||Bx|| : x € [a, b]}.

We equip the space Ci_.(J, R) with the order relation < with the help of cone K defined by
K={xeC_(JR): x(t) >0, VteJ}. (27)

It is well known that the cone K is positive and normal in C;_,(J,R). We need the following definitions in
what follows.

Definition 7.4. A function a € C1_,(J,R) is called a lower solution of IVPFHDE (1) defined on ] if it satisfies (12).
Similarly, a function a € C1_,(J,R) is called an upper solution of IVPFHDE (1) defined on | if it satisfies (13). A
solution to IVPFHDE (1) is a lower as well as an upper solution for IVPFHDE (1) defined on | and vice versa.

We consider the following set of assumptions:
(Fo) f:]XxR—->R,-0,7:]xR— R,.
(F1) IVPFHDE (1) has a lower solution a and an upper solution b defined on | with a < b.

(F2) the function x — ) is increasing in the iterval [ntujn a(t), nl}a]x b(t)] almost everywhere for t € J.
- € €

(F3) the functions f(t, x) and g(t, x) are nondecreasing in x almost everywhere for ¢ € J.
(Fs1) there exists a function k € L!(J,R) such that g(t, b(t)) < k(t).
We remark that hypothesis (Fs) holds in particular if f is continuous and g € L'-Carathéodory on | X R.

Theorem 7.5. Suppose that assumptions (A1) and (Fo)-(F4) hold. Furthermore, if

TIlkl| 2
L (xo "Ta+1

) <1, and xo >0, (28)

then IVPFHDE (1) has a minimal and a maximal positive solution defined on J.

Proof. Now, IVPFHDE (1) is equivalent to integral equation (6) defined on J. Let E = Ci_,(J,R). Defined
two operators A and B on E by (7) and (8), respectively. Then the intgral equations (6) is transformed
into an operator equation Ax(f)Bx(f) = x(t) in the Banach algebra E. Notice that hypothesis (Fy) implies
A,B : [a,b] — K. Since the cone K in E is normal, [a,b] is a norm-bounded set in E. Now it is shown, as
in the proof of Theorem 4.4, that A is a Lipschitzian with the Lipschitz constant L and B is a completely
continuous operator on [g,b]. Again, hypothesis (F3) implies that A and B are nondecreasing on [a,b]. To
see this, let x, y € [a,b] be such that x < y. Then, by hypothesis (F3),

Ax(t) = f(t, x(1) < f(£, y(t) = Ay(t)
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for all t € J. Similarly, we have

¢
Bx(t) = t* xg + ﬁ ](; (t —s)* 1g(s, x(s))ds

t
<ty + ﬁ I) (t—9)"""g(s, y(s))ds

= By(t)
forall t € J'. So A and B are nondecreasing operators on [4,b]. Lemma 7.3 and hypothesis (F3) together
imply that
1 t
a(t) < f(t,a(t)) (t“‘lxo T fo (t—5)""g(s, x(s))ds)

t
< (f(t, x(t)) (t“‘lxo + ﬁ I) (t- s)“‘lg(s,x(s))ds)

a—1 1 ' a—1
S e fo (t = 5y g(s, x(s))ds

Again,

< b(h),
forallt € ]’ and x € [a,b]. Asresulta(t) < Ax(t)Bx(t) < b(t) and x € [a, b]. Hence, AxBx € [a,b] for all x € [a, b].
_ _ . Tlk|
M - “B([ﬂ, b])“ - Sup{”Bx” P XE [ﬂ, b]} < L(xo + 1—-(0( + 1) < 1

Now, we apply Lemma 7.3 to operator equation AxBx = x to yield that IVPFHDE (1) has a minimal and a
maximal positive solutions in [4, b] defined on J. This completes the proof. O
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