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Abstract. In this paper, P-canonical forms of (Ak)k (or simply of the matrix A) are defined and some of
their properties are proved. It is also shown how we can deduce from them many interesting informations
about the matrix A. In addition, it is proved that the P-canonical form of A can be written as a sum of two
parts, the geometric and the non-geometric parts of A, and that the P-canonical form of the Drazin inverse
Ad of A can be deduced by simply plugging −k for k in the geometric part of A. Finally, several examples
are provided to illustrate the obtained results.

1. Introduction

Let A be a nonsingular matrix over a field F. It is a well known fact that, for many numerical examples
of matrices A, replacing k with −k in certain forms of Ak, one can obtain the kth power of the inverse A−1

of A. However, this fact is not proven in general. The problem here is that the kth power of a matrix can
be represented in several forms. In fact, It can happen that in certain forms of Ak it is not even possible to
substitute k = −1 and, in other forms we can substitute k = −1 but we does not obtain A−1. For example, Let
A be an r-circulant matrix. The expression of Ak given in Theorem 4.1 of [25] does not provide A−1 when
we plug into it k = −1.
In this paper, we consider an arbitrary matrix A, singular or nonsingular, with entries in a field F and we
prove that if we plug −k for k into the geometric part of (Ak)k we get the kth power of the Drazin inverse of
A. In order to avoid any confusion that may arise by using this plugging-in operation, we begin by showing
that the representations of (Ak)k into them we plug −k for k, are canonical.

An element a of an associative ring is said to have a Drazin inverse [9] if there exists an element b, written
b = ad, such that

akba = ak, ab = ba, bab = b

for some nonnegative integer k. It is well known that any element of any associative ring has at most one
Drazin inverse (see [9]).

The theory of Drazin inverse has been extensively studied and successfully applied in many fields
of science such as functional analysis, matrix computations, combinatorial problems, numerical analysis,
statistics, population models, differential equations, Markov chains, control theory, and cryptography,
etc. [1, 4, 5, 18, 19, 37]. For this reason, many interesting properties of the Drazin inverse have been
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obtained [3, 6, 8, 9, 13–15, 19–22, 24, 30–33] and a variety of direct and iterative methods have been
developed for computation of this type of generalized inverse [2, 6, 8, 12–14, 17, 28–30, 34–37].

It should be noted that the method presented herein provides a closed-form formula for the kth power
of the Drazin inverse Ad of A and gives other interesting information on the matrix A such as the Jordan-
Chevalley decomposition of A. But for this, a closed-form formula for the kth power of the matrix A is
required and this can be done by any of the well-known methods such as Kwapisz’s method [16] or Elaydi
and Harris’s method [10].

The organization of this paper is as follows. In Section 2, some algebraic results are established for
the F-algebra of all linear recurrence sequences over F whose characteristic polynomials split over F, and
then, the definitions of the geometric part and the non-geometric part of a linear recurrence sequence are
given. Results obtained there will be used in Section 3 to derive similar results for the set of all sequences of
matrices, with coefficients in F, satisfying linear homogeneous recurrence relations with constant coefficients
in F. In addition, some interesting properties are shown about the P-canonical forms of matrices defined
in this section. Lastly, section 4 shows that the P-canonical forms of the Drazin inverse of a matrix A can
be deduced from those of the matrix A by a simple plugging-in operation. Several examples are presented
which illustrate the proposed methods.

1.1. Notations

Throughout the paper, we use the following notations:

• F is a field and CF is the set of all sequences sss = (sk)k⩾0 over F. It is well known that CF is an F-algebra
under componentwise addition, multiplication and scalar multiplication;

• Sequences in this paper are written in bold symbol;

• ΛΛΛi, i ⩾ 0, is the element (
(k

i
)
)k≥0 of CF;

• Λ̃̃Λ̃Λi, i ⩾ 0, is the element (
(
−k
i
)
)k≥0 of CF;

• T is the set {ΛΛΛi/i ⩾ 0};

• ΓΓΓ is the element (0, 1, 2, . . .) of CF;

• H is the set {ΓΓΓi/i ⩾ 0};

• If R is a subring of a ringD and L is subset ofD, then R⟨L⟩ denotes the submodule spanned by L;

• If R is a subalgebra of an algebraK and L is a subset ofK , then R[L] denotes the subalgebra obtained
by adjoining to R the set L;

• Mq(G) is the set of q × q matrices over an F-algebra G and Iq is the identity matrix of Mq(G);

• S∗ = {λλλ = (λk)k⩾0/λ ∈ F, λ , 0} the set of all nonzero geometric sequences;

• S◦ = {000i ∈ CF/i ∈N,000i(k) = δik};

• S = S∗ ∪ S◦;

• FS denotes the F-vector space spanned by S. It is well known that FS is the set of all linear recurrence
sequences over F whose characteristic polynomials are of the form XmP(X) where the polynomials
P(X) are square-free and split over F with nonzero constant terms;

• FS∗ denotes the F-vector spaces spanned by S∗. It is well known that FS∗ is the set of all linear
recurrence sequences over F whose characteristic polynomials are square-free and split over F with
nonzero constant terms;
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• FS◦ denotes the F-vector spaces spanned by S◦. It is well known that FS◦ is the set of all linear
recurrence sequences over F whose characteristic polynomials split over F and have zero as their only
root;

• Gq(F) denotes the subalgebra Mq(FS∗ )[T ] of Mq(CF) (here we have identifiedΛΛΛi andΛΛΛiIq);

• Lq(F) denotes the subalgebra Mq(FS)[T ] of Mq(CF).

It is well known from the general theory of linear recurrence sequences that

• S, S∗ and S◦ are, respectively, bases of FS, FS∗ and FS◦ ;

• FS, FS∗ and FS◦ are subalgebras of CF. More precisely, the set S∗ is a group, and hence FS∗ is exactly
the group algebra of S∗ over F;

• FS◦ and FS∗ are supplementary vector spaces relative to FS, i.e., FS = FS◦ ⊕ FS∗ .
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2. Canonical forms for linear recurrence sequences

Let T = {ΛΛΛi/i ⩾ 0} be the set of all sequencesΛΛΛi = (
(k

i
)
)k≥0 and consider the F-vector space F⟨T ⟩ spanned

by T . Then we have the following result

Theorem 2.1. Let F be a field. Let T̃ be the set of all sequences Λ̃ΛΛi = (
(
−k
i
)
)k≥0 and consider the sequence ΓΓΓ =

(0, 1, 2, . . .). Then we have

1. F⟨T ⟩ is a subalgebra of CF and T is a basis of F⟨T ⟩.

2. T̃ is a basis of F⟨T ⟩, and the linear automorphism χ of F⟨T ⟩ which mapsΛΛΛi to Λ̃ΛΛi is an involution of the algebra
F⟨T ⟩.

3. F⟨T ⟩ and FS∗ are F-linearly disjoint.

4. If F is of characteristic 0, then the sequence ΓΓΓ is transcendental over the ring FS∗ .

5. FS[T ] = FS◦ ⊕ FS∗ [T ].

Proof.

1. Using the following formula (due to Riordan [27])(
k
i

)(
k
j

)
=

i+ j∑
m=i

(
m
i

)(
i

m − j

)(
k
m

)

=

i∑
m=0

(
i + j −m

m, i −m, j −m

)(
k

i + j −m

)
we can easily deduce that ΛΛΛiΛΛΛ j is a linear combination of elements of T for all i, j. Then F⟨T ⟩ is
a subalgebra of CF. More precisely, F⟨T ⟩ is the set of all linear recurrence sequences over F with
charateristic polynomials split over F and have one as their only root. It is well known that T is a basis
of F⟨T ⟩.

2. Let i ∈N. It is clear that Λ̃ΛΛ0 = ΛΛΛ0 and then Λ̃ΛΛ0 ∈ F⟨T ⟩. Suppose that i ⩾ 1. Then we have Λ̃ΛΛi = (−1)i(
(k+i−1

i
)
).

An easy application of the Vandermonde convolution shows that

Λ̃ΛΛi =

i∑
j=1

(−1)i
(
i − 1
i − j

)
ΛΛΛ j.

Then Λ̃ΛΛi ∈ F⟨T ⟩ for all i ∈N. Since the coordinate matrix of the family (Λ̃ΛΛ0, . . . , Λ̃ΛΛi) relative to (ΛΛΛ0, . . . ,ΛΛΛi)
is the involutory lower triangular Pascal matrix of order i+ 1, it follows that T̃ is a basis of F⟨T ⟩ and that
χ is an involution.
We note that χ is an F-algebra automorphism is due to the fact that Riordan’s formula remains true for
any negative integer k.

3. Let λλλ1, . . . ,λλλn be any family of pairwise distinct elements of S∗ and m be a positive integer, and set

P(X) =
n∏

j=1

(X − λ j)m+1. Theorem 1 and Theorem 2 of [11] assure that {ΛΛΛiλλλ j/1 ⩽ j ⩽ n and 0 ⩽ i ⩽ m} is a

basis of the F-vector space of all linear recurrence sequences with characteristic polynomial P. It follows
that the set {ΛΛΛiλλλ/i ∈ N,λλλ ∈ S∗} is linearly independent over the field F. The result now follows from
Proposition 11.6.1. of [7] and the fact that S∗ and T are, respectively, bases of the F-vector spaces FS∗ and
F⟨T ⟩.
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4. It is well known that in the theory of linear recurrence sequences over a field F with characteristic 0, the
family {ΓΓΓi/i ∈ N}) plays the same algebraic role as that played by T . By the same argument as in the
proof of 3., it turns that the F-vector spaces FS∗ and F[ΓΓΓ] are linearly disjoint. It then follows that ΓΓΓ is
transcendental over the ring FS∗ .

5. First note that FS◦ [T ] = FS◦ since 000iΛΛΛ j =
(i

j
)
000i for all nonnegative integers i and j. Now, since

{0000, . . . ,000n′ } ∪ {ΛΛΛiλλλ j/λλλ0, . . . ,λλλn ∈ S
∗ and 0 ⩽ i ⩽ m}

is linearly independent over the field F, because it is a basis of the F-vector space of all linear recurrence

sequences with characteristic polynomial Xn′
n∏

j=1

(X − λ j)m+1, the result FS[T ] = FS◦ ⊕ FS∗ [T ] follows.

Remark 2.2. To be more precise, Proposition 11.6.1. of [7] shows that if A and B are F-subalgebras of Ω, then the
following statement are equivalent:

1. A and B are F-linearly disjoint.

2. {uiv j}i, j is linearly independent over F whenever {ui}i is a F-basis of A and {v j} j is a F-basis of B.

However, using this result it is easy to prove that the two following statements are also equivalent:

1. A and B are F-linearly disjoint.

2. There exist a F-basis {ui}i of A and a F-basis {v j} j of B such that {uiv j}i, j is linearly independent over F.

From Theorem 2.1, it follows that eachuuu ∈ FS[T ] can be written in exactly one way asuuu = vvv+uuu0ΛΛΛ0+· · ·+uuumΛΛΛm,
in which vvv ∈ FS◦ and uuu0, . . . ,uuum ∈ FS∗ and that this representation is canonical. For ease of reference, let us
call

• vvv + uuu0ΛΛΛ0 + · · · + uuumΛΛΛm the canonical form of uuu relative to (S∗,T ).

• uuu0ΛΛΛ0 + · · · + uuumΛΛΛm the geometric part of uuu relative to (S∗,T ).

• vvv the non-geometric part of uuu.

Before going further let us state the following definition.

Definition 2.3. We say a sequence of FS[T ] to be purely geometric if its non-geometric part is identically zero.

Lemma 2.4. Let uuu be a sequence over F. Suppose that there exist a purely geometric sequence www = www0ΛΛΛ0+ · · ·+wwwmΛΛΛm
and a nonnegative integer τ such that uuu(k) = www(k) for all k ≥ τ. Then uuu ∈ FS[T ]; in this case, www0ΛΛΛ0 + · · · +wwwmΛΛΛm
and (uuu(0)−www(0))0000 + · · ·+ (uuu(τ− 1)−www(τ− 1))000τ−1 are, respectively, the geometric part and the non-geometric part
of uuu.

Proof. Follows immediately from the fact that

uuu = (uuu(0) −www(0))0000 + · · · + (uuu(τ − 1) −www(τ − 1))000τ−1 +www.

Remark 2.5. It is easily seen that two sequences uuu,vvv ∈ FS[T ] are shift equivalent if and only if they have the same
geometric parts.
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3. P-canonical forms of matrices

Let Mq(CF) be the set of all matrices of order q over CF and consider the subalgebraLq(F) of Mq(CF). It is
straightforward to check that Lq(F) is the set of all sequences of matrices of order q over CF that are linear
recurrence sequences with characteristic polynomials split over F, and that Mq(FS◦ ) is the subset of Lq(F)
consisting of all sequences of matrices whose terms vanish from some point onwards. Since

FS[T ] = FS◦ ⊕ FS∗ [T ],

it follows that
Lq(F) =Mq(FS◦ ) ⊕ Gq(F),

which shows that each UUU ∈ Lq(F) can be written in exactly one way as UUU = VVV +WWW, in which VVV ∈ Mq(FS◦ )
and WWW ∈ Gq(F). Let Ui jUi jUi j be the (i, j)-th entry of UUU, then Vi jVi jVi j and Wi jWi jWi j are, respectively, the non-geometric part
and the geometric part of Ui jUi jUi j. We say then that VVV and WWW are, respectively, the non-geometric part and the
geometric part of UUU. We note that there exist matrices V0, . . . ,Vn with coefficients in F andWWW0, . . . ,WWWm
with coefficients in FS∗ such that

VVV =V00000 + · · · +Vn000n is the non-geometric part of UUU

and
WWW =WWW0ΛΛΛ0 + · · · +WWWmΛΛΛm is the geometric part of UUU.

We also note that, in view of Theorem 2.1, the matricesV0, . . . ,Vn andWWW0, . . . ,WWWm are uniquely determined
by UUU. We conclude that every matrix UUU of Lq(F) can be written in the form

UUU =V00000 + · · · +Vn000n +WWW0ΛΛΛ0 + · · · +WWWmΛΛΛm,

whereV0, . . . ,Vn ∈Mq(F) andWWW0, . . . ,WWWm ∈Mq(FS∗ ), and that these matrices are uniquely determined by
UUU. Let us call this representation the P-canonical form of UUU relative to (S∗,T ), and let us abbreviate this
with “the P-cf” of UUU relative to (S∗,T ).
Let now A be a matrix over F and let PA be its characteristic polynomial. It is well known that the entries
of AAA = (Ak)k≥0 are linear recurrence sequences with characteristic polynomial PA. From this it follows that
if PA splits over F, then

AAA ∈ Lq(F) =Mq(FS◦ ) ⊕ Gq(F),

and hence from the discussion above , there exist matricesAAA0, . . . ,AAAl with coefficients in FS∗ and a matrix
NNN(A) with coefficients in FS◦ such that

AAA =NNN(A) +AAA0ΛΛΛ0 + · · · +AAAlΛΛΛl,

and this representation is the P-cf of AAA (or simply of A) relative to (S∗,T ).
Obviously, when F is a field of characteristic 0, we obtain the same results as above if we decide to useH
instead of T . In this case the P-cf of A relative to (S∗,H) has the form

AAA =NNN(A) +A′A′A′0ΓΓΓ0 + · · · +A′A′A′lΓΓΓ
l.

For simplicity, in the sequel we callAAAi andA′A′A′i the ith coordinate of A with respect to (S∗,T ) and (S∗,H)
respectively.
In the following theorem we give some properties of the matrices NNN(A),AAA0, . . . ,AAAl.

Theorem 3.1. Let A be a square matrix of order q over F, and suppose that its minimal polynomial is of the form
mA = Xt0

∏p
j=1(X − λ j)t j with the λ j distinct and belong to F(possibly t0 = 0). Let m = max{t1 − 1, . . . , tp − 1} and

let π0, . . . , πp be the spectral projections of A at 0, λ1, . . . , λp, respectively. Then we have
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1. AAAi =

p∑
j=1

λλλ jλ
−i
j (A − λ jIq)iπ j, i ⩾ 1, andAAA0 = λλλ1π1 + · · · +λλλpπp.

2. NNN(A) =
t0−1∑
i=0

000iAiπ0 (NNN(A) = 0 if and only if t0 = 0).

3. A is nilpotent if and only if eachAAAi is zero, i.e., AAA =NNN(A).

4. AAAi = 0 if and only if i > m.

5. If A is not nilpotent, then no coordinateAAAi, 1 ≤ i ≤ m, is identically zero.

6. AAAi =

p∑
j=1

λλλ jλ
−i
j (A − λ jIq)iπ j is a nilpotent matrix, i ⩾ 1.

7. NNN(A) = 0000π0 +NNN where NNN =
t0−1∑
i=1

000iAiπ0 is a nilpotent matrix.

8. AAA = (NNN+AAA1ΛΛΛ1+ · · ·+AAAmΛΛΛm)+ (0000π0+AAA0ΛΛΛ0) is the unique decomposition of AAA as a sum of commuting nilpotent
and diagonalizable matrices.

Proof.
1. and 2. We know that

Iq = π0 + π1 + · · · + πp,

then
A = (Aπ0)π0 + (Aπ1)π1 + · · · + (Aπp)πp,

and hence
Ak = (Aπ0)kπ0 + (Aπ1)kπ1 + · · · + (Aπp)kπp

for all k ⩾ 0. But since Aπi = (A − λiIq)πi + λiπi and (A − λiIq)tiπi = 0, we see that

Ak =

t0−1∑
i=0

0k−i
(
k
i

)
Aiπ0 +

p∑
i=1

(
s∑

j=0

λk− j
i (A − λiIq) jπi

(
k
j

)
)

for all k ⩾ 0 and s ⩾ max{t1 − 1, . . . , tp − 1}. Therefore,

AAA =NNN(A) +AAA0ΛΛΛ0 + · · · +AAAsΛΛΛs,

where

AAAi =

p∑
j=1

λλλ jλ
−i
j (A − λ jIq)iπ j, 1 ⩽ i ⩽ s,

AAA0 = λλλ1π1 + · · · +λλλpπp

and

NNN(A) =
t0−1∑
i=0

000iAiπ0.

3. Is evident.

4. SupposeAAAi = 0. Then we have
p∑

j=1

λλλ jλ
−i
j (A−λ jIq)iπ j = 0. Multiplying by πr, we getλλλrλ−i

r (A−λrIq)iπr = 0
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and hence (A − λrIq)iπr = 0. The result now follows from the well-known fact that tr is the smallest
nonnegative integer satisfying

(A − λrIq)trπr = 0.

5. Is evident.
6. Follows from the fact that if i ⩾ 1 thenAAAi is a sum of commuting nilpotent matrices.
7. Is evident.
8. Let A = An + As be the Jordan-Chevalley decomposition of A. Then Ak = (An + As)k = Bk + Ak

s where
Bk is a matrix which commutes with An and As. More precisely, Ak = Bk + Ak

s is the Jordan-Chevalley
decomposition of Ak. Since (Ak

s)k = 0000π0 +AAA0ΛΛΛ0 it follows that (Bk)k =NNN+AAA1ΛΛΛ1 + · · ·+AAAmΛΛΛm. The fact that
the matrices Ak

s , k ⩾ 0 are simultaneously diagonalizable guarantees that the sequence of matrices (Ak
s)k is

diagonalizable. The unicity of the decomposition follows from the fact that, for every k ∈N, the matrix Ak

can be uniquely expressed as the sum of commuting diagonalizable and nilpotent matrices.

Remark 3.2. In the above (and in the rest of this paper) we have identified sequences of matrices and their associated
matrices of sequences.

Remark 3.3. A is invertible if and only if NNN(A) = 0.

Remark 3.4. If we plug k = 0 into (AAA0ΛΛΛ0 + · · ·+AAAmΛΛΛm)k, we get π1 + · · ·+πp = Iq −π0. Thus, if we have already
determined the geometric part of a matrix A, then we can easily check whether or not A is nonsingular. For this, it is
sufficient to plug k = 0 into the geometric part of A and see if we get the identity matrix or not.

The Jordan-Chevalley decomposition of a matrix A can certainly be used to determine the P-cf of A
relative to (S∗,T ). The corollary below shows that the converse is also true.

Corollary 3.5. Let A be a square matrix over F. Then the diagonalizable part of A is As =AAA0(1) and the nilpotent
part of A is An = A−As =NNN(A)(1)+AAA1(1), whereAAA0 andAAA1 are the 0th and the 1th coordinates of A with respect
to (S∗,T ).

Proof. Follows immediately from Property 8 of Theorem 3.1.

The following theorem is also a consequence of Theorem 3.1.

Theorem 3.6. Let A be a square matrix over F and let t0 be its index. Suppose there exists a purely geometric
sequence A(k)k≥0 and a nonnegative integer τ such that Ak = A(k) for all k ≥ τ. Then we have
1. t0 ≤ τ.
2. t0 is the smallest nonnegative integer for which At0 = A(t0). Furthermore, we have Ak = A(k) for all k ≥ t0.

Proof. On the one hand, according to Lemma 2.4,

NNN(A) = (I − A(0))0000 + (A − A(1))0001 + · · · + (Aτ−1
− A(τ − 1))000τ−1.

On the other hand, according to Theorem 3.1,

NNN(A) =
t0−1∑
i=0

000iAiπ0.

Therefore, it follows that t0 ≤ τ Since t0 is the smallest nonnegative integer for which At0π0 = 0. Furthermore,
the unicity of the representation of NNN(A) ensures that Ai

− A(i) = Aiπ0 , 0, 0 ≤ i ≤ t0 − 1 and Ai
− A(i) = 0,

t0 ≤ i ≤ τ. Therefore, t0 is the smallest nonnegative integer for which At0 = A(t0). The last assertion of (2) is
also immediate after the previous discussion. This completes the proof of the theorem.

As an illustration, consider the following example taken from [23].
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Example 3.7. Let

A =


1 1 1 0
1 1 1 −1
0 0 −1 1
0 0 1 −1


and let A(k) be the sequence of matrices

A(k) =


2−1+k 2−1+k 1

16 2k((−1)1+k + 5) 1
16 2k((−1)k

− 1)
2−1+k 2−1+k 5

16 2k((−1)1+k + 1) 1
16 2k(5(−1)k

− 1)
0 0 (−1)k2−1+k (−1)1+k2−1+k

0 0 (−1)1+k2−1+k (−1)k2−1+k

 .
It is proven in [23] that Ak = A(k) for all k ≥ 4.
We have A(0) , I4, then A is singular.
We also have A(1) , A, A(2) = A2. Then Ak = A(k) for all k ≥ 2.
From these results, we may conclude that

• The non-geometric part of A is NNN(A) = (I4 − A(0))0000 + (A − A(1))0001.

• The geometric part of A is
2−1(2k) 2−1(2k) 5

16 (2k) − 1
16 ((−2)k) −1

16 (2k) + 1
16 ((−2)k)

2−1(2k) 2−1(2k) 5
16 (2k) − 5

16 ((−2)k) −1
16 (2k) + 5

16 ((−2)k)
0 0 2−1((−2)k) −2−1((−2)k)
0 0 −2−1((−2)k) 2−1((−2)k)

 .
• As =AAA0(1) = A(1) and An =NNN(A)(1) = A − A(1).

• π0 = I4 − A(0) =


2−1

−2−1
−

1
4 0

−2−1 2−1 0 −1
4

0 0 2−1 2−1

0 0 2−1 2−1

 ,

π2 =


2−1 2−1 5

16
−1
16

2−1 2−1 5
16

−1
16

0 0 0 0
0 0 0 0

 , π−2 =


0 0 −1

16
1
16

0 0 −5
16

5
16

0 0 2−1
−2−1

0 0 −2−1 2−1

 .
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4. P-canonical forms of the Drazin inverses of matrices

Consider the following linear map

θ : FS∗ −→ FS∗

λλλ 7−→ λλλ−1

Obviously, θ(S∗) = S∗ and θ−1 = θ. Since θ(λλλµµµ) = θ(λλλ)θ(µµµ) for all λλλ,µµµ ∈ S∗, it follows that θ is an F-algebra
automorphism of FS∗ .
Let

Ψ : FS◦ −→ FS◦

be any F-endomorphism of FS◦ and consider

θΨ = Ψ ⊕ θ : FS −→ FS.

The direct sum of θ and Ψ. It is obvious that θΨ is an F-endomorphism of FS, involutory if Ψ is, but it is
not necessarily an algebra homomorphism; in fact, we have λλλ000i = λi000i, then θΨ(λλλ000i) = λiΨ(000i) which is not
always equal to θΨ(λλλ)θΨ(000i) = λλλ−1Ψ(000i).
Let us denote by Ψ̃ the F-endomorphism

Ψ̃ : Mq(FS◦ ) −→Mq(FS◦ )
(Ai j) 7−→ (Ψ(Ai j))

Let us also denote by θ̃ the F-algebra automorphism

θ̃ : Mq(FS∗ ) −→Mq(FS∗ )
(Ai j) 7−→ (θ(Ai j))

Note that θ̃ is an involution of Mq(FS∗ ).
Let θ̃Ψ denote the linear endomorphism induced by Ψ̃ ⊕ θ̃ on

Lq(F) =Mq(FS◦ ) ⊕ Gq(F)

defined by

θ̃Ψ : Lq(F) −→ Lq(F)

UUU 7−→ V0Ψ(0000) + · · · +VnΨ(000n) + θ̃(WWW0)Λ̃0Λ0Λ0 + · · · + θ̃(WWWm)Λ̃mΛmΛm,

where
V00000 + · · · +Vn000n +WWW0ΛΛΛ0 + · · · +WWWmΛΛΛm

is the P-cf of UUU relative to (S∗,T ). The map θ̃Ψ is well-defined, since Λ̃ΛΛi ∈ F⟨T ⟩ for all non-negative integer
i (see Theorem 2.1).
In the remainder of this section, we will only be interested in the special case whenΨ is the zero map. Let
us denote the map

0 ⊕ θ : FS −→ FS

simply by θ0. It should be noted that the image of a sequence uuu of FS under θ0 can be obtained by simply
plugging in −k for k in the geometric part of uuu relative to (S∗,T ) and neglecting its non-geometric part.
Let A be a square matrix of index t0 with characteristic polynomial splits over F. We may assume that the
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Jordan canonical form of A has the form as follows

A = P
(
D 0
0 N

)
P−1

where P is a nonsingular matrix, D is a nonsingular matrix of order r = rank(At0 ), and N is a nilpotent
matrix such that Nt0 = 0. Then we can write the matrix AAA in the form

AAA = P
(
0 0
0 Nk

)
k

P−1 + P
(
Dk 0
0 0

)
k

P−1.

It is clear that these two matrices are the non-geometric and the geometric parts of A written in a form other
than the P-cf. If we plug −k for k into this form of the geometric part of A, we get the matrix AAAd − π00000. In
the theorem below, we show that the same remains true for the P-cf of A relative to (S∗,T ).

Theorem 4.1. Let A be a square matrix of index t0 with coefficients in F such that its characteristic polynomial splits
over F. Then we have AAAd = θ̃0(AAA) + 0000π0, where AAAd = (Ak

d)k.

Proof. We must proof that

AAAt0+1(θ̃0(AAA) + 0000π0) = AAAt0 (1t0 ),
(θ̃0(AAA) + 0000π0)AAA(θ̃0(AAA) + 0000π0) = θ̃0(AAA) + 0000π0 (3),

AAA(θ̃0(AAA) + 0000π0) = (θ̃0(AAA) + 0000π0)AAA (5).

From Theorem 3.1 it follows that

AAA =
t0−1∑
i=0

000iAiπ0 +

m∑
i=0

(
p∑

j=1

λλλ jλ
−i
j (A − λ jIq)iπ j)ΛΛΛi,

and then

θ̃0(AAA) =
m∑

i=0

(
p∑

j=1

λλλ−1
j λ

−i
j (A − λ jIq)iπ j)Λ̃ΛΛi,

where m = max{t1 − 1, . . . , tp − 1}.
Clearly, θ̃0(AAA) + 0000π0 satisfies (5).
In order to prove that θ̃0(AAA) + 0000π0 satisfies (3), observe first that

AAAiΛΛΛiθ̃0(AAAlΛΛΛl) =
p∑

j=1

λ−(i+l)
j (A − λ jIq)i+lπ jΛΛΛiΛ̃ΛΛl.

As (A − λ jIq)m+1π j = 0, it follows that

AAAθ̃0(AAA) =
p∑

j=1

m∑
i=0

λ−i
j (A − λ jIq)iπ j)(

i∑
l=0

ΛΛΛlΛ̃ΛΛi−l).

Furthermore, since
i∑

l=0

(
k
l

)(
−k

i − l

)
= 0 for all positive integer i, we also have

i∑
l=0

ΛΛΛlΛ̃ΛΛi−l = 000.
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Therefore,

AAAθ̃0(AAA) =
p∑

j=1

π j = Iq − π0.

Hence
θ̃0(AAA)AAAθ̃0(AAA) = θ̃0(AAA) − π0θ̃0(AAA) = θ̃0(AAA)

and because of AAA0002
0π

2
0 = 0000π0, we conclude that

(θ̃0(AAA) + 0000π0)AAA(θ̃0(AAA) + 0000π0) = θ̃0(AAA) + 0000π0.

To complete the proof, it remains to show that θ̃0(AAA) + 0000π0 satisfies (1t0 ). Since AAAθ̃0(AAA) = Iq − π0 and
AAAt0π0 = 0000π0, it follows that

AAAt0+1θ̃0(AAA) = AAAt0 −AAAt0π0 = AAAt0 − 0000π0.

But since AAAt0+10000π0 = 0000π0, it follows that

AAAt0+1(θ̃0(AAA) + 0000π0) = AAAt0 .

The uniqueness of a {1t0 , 3, 5}-inverse (Bk)k of AAA follows from the uniqueness of each Bk which is the unique
{1t0 , 3, 5}-inverse of Ak, for all positive integer k. We conclude that θ̃0(AAA) + 0000π0 is the {1t0 , 3, 5}-inverse of
AAA.

Remark 4.2.
Although we have specified that the set F is a field and that the characteristic polynomial of A splits over F, the
theorem 4.1 remains true in any integral domain R and for any square matrix. In this case, Ad is a matrix over the
algebraic closure of the quotient field of R.

Remark 4.3.
If F = C is the complex field, then

Ad = (AAAd)(1) = θ̃0(AAA)(1)

=

p∑
j=1

π j

m∑
i=0

λ−i−1
j (A − λ jIq)i)(Λ̃ΛΛi)(1)

=

p∑
j=1

π j

m∑
i=0

(−1)iλ−i−1
j (A − λ jIq)i).

We find then the well-known result that Ad =
1
z

(A) is the matrix function corresponding to the reciprocal f (z) =
1
z

,
defined on nonzero eigenvalues (see e.g. Corollary 1. p. 165 of [1]).

Let now U be a basis of the free FS∗ -module FS∗⟨T ⟩. Since U has the same cardinality as T , it can be
indexed byN, i.e.,U = {UUUi}i∈N.

Theorem 4.4. Let F be a field of characteristic 0 andU = {UUUi}i∈N be a basis of the FS∗ -module FS∗⟨T ⟩. Assume that
U is contained in the F-vector space spanned by T . Then we have the following:

1. For all nonnegative integer i, there exists a polynomial Pi(X) ∈ F[X] such thatUUUi = (Pi(k))k≥0.

2. θ̃(UUUi) = (Pi(−k))k≥0 For all nonnegative integer i.

3. Let A be a square matrix over F with characteristic polynomial splits over F. Let

AAA =NNN(A) +BBB0(P0(k))k + · · · +BBBm(Pm(k))k
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be the representation of A with respect to (S∗,U), which is the P-cf of A relative to (S∗,U). Then the sequence of
matrices obtained by plugging −k for k in the geometric part

BBB0(P0(k))k + · · · +BBBm(Pm(k))k

of A is AAAd − π00000.

Proof.

1. It is well known that when the characteristic of F is 0,
(k

j
)

is a polynomial in k, i.e., there exists Q j(X) ∈ F[X]

such that
(k

j
)
= Q j(k) and thenΛΛΛ j = (Q j(k))k≥0. SinceU is contained in the F-vector space spanned by T ,

there exist elements ai j in F, such that
UUUi =

∑
f inite

ai jΛΛΛ j.

In other words,UUUi = (Pi(k))k≥0, where

Pi(k) =
∑
f inite

ai jQ j(k).

2. It is easily seen that the equality
(k

j
)
= Q j(k), which is between two different forms of the same sequence,

still valid when we plug in −k for k. Then

θ̃(UUUi) =
∑
f inite

ai jθ̃(ΛΛΛ j)

=
∑
f inite

ai j(
(
−k
j

)
)k≥0

=
∑
f inite

ai j(Q j(−k))k≥0

= (Pi(−k))k≥0.

3. The result follows immediately from 2. above together with Theorem 4.1.

As a particular consequence of the above theorem, we obtain the following result.

Theorem 4.5. Let F be a field of characteristic 0 andH = (ΓΓΓi)i⩾0, where ΓΓΓ is the sequence ΓΓΓ = (0, 1, 2, . . .). Let A be a
square matrix over F with characteristic polynomial splits over F. Then the sequence of matrices obtained by plugging
−k for k in the geometric part of A relative to (S∗,H) is AAAd − π00000.

Proof. It is well known that

(ΓΓΓi)i⩾0 = T(ΛiΛiΛi)i⩾0,

where T is the infinite invertible lower triangular matrix (m!S(n,m))n,m⩾0 and S(n,m) are the Stirling numbers
of the second kind (see, e.g. Quaintance and Gould [26]).
From this result, we deduce on the one hand thatH is contained in the F-vector space spanned by T and
on the other hand that H is, as is well known, a basis of the FS∗ -module FS∗⟨T ⟩. The theorem is then a
consequence of Theorem 4.4.

Now let us consider the case where F = C the complex field. Consider the following sets
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• S∗ = {λλλ = (λk)k⩾0/λ ∈ C, λ , 0},

• S̃ = {λλλ/λ ∈ R, λ , 0},

• S+ = {λλλ ∈ S∗/Im(λ) > 0},

• S− = {λλλ ∈ S∗/Im(λ) < 0} = {λλλ/λλλ ∈ S+},

• S+1 = {
λλλ+λλλ

2 /λλλ ∈ S
+
} = {[r, cos(θ)]/0 , r ∈ R+, θ ∈]0, π[}, where [r, cos(θ)] = (rk cos(kθ))k,

• S+2 = {
λλλ−λλλ

2i /λλλ ∈ S
+
} = {[r, sin(θ)]/0 , r ∈ R+, θ ∈]0, π[}, where [r, sin(θ)] = (rk sin(kθ))k.

Clearly S̃,S+,S− constitute a partition of S∗, and then the set S◦ ∪ S, S = S̃
⋃
S
+
1

⋃
S
+
2 , is C-linearly

independent and thus is R-linearly independent.
From the the general theory of linear recurrence sequences we have the following:

• RS◦
⊕
RS is the R-vector space of real linear recurrence sequences whose characteristic polynomials

are of the form XmP(X) where the polynomials P(X) ∈ R[X] are square-free with nonzero constant
terms;

• ΓΓΓ is transcendental over CS∗ and it is so over RS;

• RS◦
⊕
RS[Γ] is theR-vector space of real linear recurrence sequences whose characteristic polynomi-

als P(X) ∈ R[X];

• If uuu ∈ RS◦
⊕
RS[Γ] then there exist ρρρ1, . . . ,ρρρl ∈ S̃, λλλ1 = (rk

1 exp(ikθ1))k, . . . ,λλλm = (rk
m exp(ikθm))k ∈ S

+,
θ1, . . . , θm ∈]0, π[, µ1, . . . , µq ∈ R, P1, . . . ,Pl ∈ R[X] and Q1, . . . ,Qm ∈ C[X] such that, for all k ≥ 0,

u(k) =

q∑
i=1

µi000i(k) +
l∑

i=0

Pi(k)ρk
i +

m∑
j=0

(Q j(k)λk
j +Q j(k)λ

k
j)

=

q∑
i=1

µi000i(k) +
l∑

i=0

Pi(k)ρk
i +

m∑
i=0

(Qi(k)λk
i +Qi(k)λk

i )

=

q∑
i=1

µi000i(k) +
l∑

i=0

Pi(k)ρk
i+

m∑
i=0

2Re(Qi(k))[ri, cos(θi)](k) −
m∑

i=0

2Im(Qi(k))[ri, sin(θi)](k).

This means that

S
◦

⋃
{λλλΓΓΓi/0 , λ ∈ R, i ∈N}

⋃
{[r, cos(θ)]ΓΓΓi, [r, sin(θ)]ΓΓΓi/i ∈N, 0 , r ∈ R+, θ ∈]0, π[}

spans the R-vector space RS◦
⊕
RS[ΓΓΓ], and hence is a basis for it.

With the above results and notations we can formulate the following.

Theorem 4.6. Let A ∈Mq(R) be a real matrix and let S = S̃
⋃
S
+
1

⋃
S
+
2 . Then the sequence of matrices obtained by

plugging −k for k in the geometric part of A relative to (S,H) is AAAd − π00000.
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Proof. The proof follows simply from the fact that the equalities

λλλ +λλλ = 2[r, cos(θ)]

and
λλλ −λλλ = 2i[r, sin(θ)]

still valid when we plug in −k for k.

From Theorem 4.6, we obtain the following theorem.

Theorem 4.7. Let A ∈Mq(R) be a real matrix and let S = S̃
⋃
S
+
1

⋃
S
+
2 . Then the sequence of matrices obtained by

plugging −k for k in the geometric part of A relative to (S,T ) is AAAd − π00000.

Proof. The proof follows immediately from the fact that T is contained in the R-vector space spanned by
H = (ΓΓΓi)i≥0, since (ΛΛΛi)i≥0 = D(ΓΓΓi)i≥0 where

D = (
s(n, k)

n!
)n,k⩾0

is the infinite lower triangular matrices with coefficients inR and s(n, k) are the Stirling numbers of the first
kind (see, e.g. Quaintance and Gould [26]).

Remark 4.8. It is obvious that the 0th coordinateAAA0 of A with respect to (S∗,T ) and the 0th coordinateA′A′A′0 of A
with respect to (S∗,H) are the same, then As =A

′A
′
A
′
0(1) in virtue of Corollary 3.5.

In general we can easily establish the following formulas for change of coordinates of a matrix A from (S∗,T ) to
(S∗,H), and vice versa:

AAAi =

m∑
j=0

j!S( j, i)A′A′A′ j

and

A
′
A
′
A
′
i =

m∑
j=0

s( j, i)
j!
AAA j

where S(n, j) and s(n, j) are the Stirling numbers of the second kind and the first kind respectively, and m is the integer
defined in Theorem 3.1.

For the purpose of illustration, let us consider the following examples.

Example 4.9. Let

B =


1 1 0 0
−2 0 1 0
2 0 0 1
−2 −1 −1 −1

 .
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Then one can verify that for all k ≥ 1 we have Bk = B(k), where

B(k) =



cos(
kπ
2

) + sin(
kπ
2

)
2 sin(

kπ
2

) − k cos(
kπ
2

)

2

−2 sin(
kπ
2

)
(k + 2) cos(

kπ
2

) + (k − 1) sin(
kπ
2

)

2

2 sin(
kπ
2

)
−k cos(

kπ
2

) + (1 − k) sin(
kπ
2

)

2

−2 sin(
kπ
2

)
k cos(

kπ
2

) + (k − 3) sin(
kπ
2

)

2

(1 − k) sin(
kπ
2

) − k cos(
kπ
2

)

2

(1 − k) sin(
kπ
2

)

2

k sin(
kπ
2

)
−k cos(

kπ
2

) + (k − 1) sin(
kπ
2

)

2

(1 − k) sin(
kπ
2

) + cos(
kπ
2

)
k cos(

kπ
2

) + (3 − k) sin(
kπ
2

)

2

(k − 2) sin(
kπ
2

)
(2 − k) cos(

kπ
2

) + (k − 3) sin(
kπ
2

)

2



.

From this result, we may conclude the following:

• Since B(0) = I4, B is nonsingular.

• We have

B−1 = B(−1) =


−1 −1 −1 −1
2 1 1 1
−2 −1 −2 −2
2 2 3 2

 .
• Also we have B−k = B(−k).

• By virtue of Corollary 3.5 and Remark 4.8, we have

Bs = BBB0(1) =


1 1 1

2
1
2

−2 −1
2 0 −1

2
2 1

2 1 3
2

−2 −3
2 −2 −3

2

 .
Example 4.10. Let us take example 3.7. We have

Ad = A(−1) =


1
4

1
4

3
16

−1
16

1
4

1
4

5
16

−3
16

0 0 −1
4

1
4

0 0 1
4

−1
4

 .
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For all k ≥ 1,

Ak
d = A(−k) =


2−1−k 2−1−k 1

16 2−k((−1)1+k + 5) 1
16 2−k((−1)k

− 1)
2−1−k 2−1−k 5

16 2−k((−1)1+k + 1) 1
16 2−k(5(−1)k

− 1)
0 0 (−1)k2−1−k (−1)1+k2−1−k

0 0 (−1)1+k2−1−k (−1)k2−1−k

 .

Example 4.11. Let x ∈ C and let

E =


2
√

3 − x − 10 2
√

3 − 2x − 23
√

3 − x − 5
4

√
3 + 9 2

−2
√

3 + 2x + 2 −4
√

3 + 4x + 5 −
√

3 + 2x + 1

 .
Let

δs(x) =

0 if x = 0,
xs if x , 0

and put

E(k) =

e11(k) e12(k) e13(k)
e21(k) e22(k) e23(k)
e31(k) e32(k) e33(k)

 ,
where

e11(k) = 2k+1(cos(
kπ
6

) − 5 sin(
kπ
6

)) − δk(x),

e12(k) = 2k+1(cos(
kπ
6

) −
23
2

sin(
kπ
6

)) − 2δk(x),

e13(k) = 2k(cos(
kπ
6

) − 5 sin(
kπ
6

)) − δk(x),

e21(k) = 2k+2 sin(
kπ
6

),

e22(k) = 2k(cos(
kπ
6

) + 9 sin(
kπ
6

)),

e23(k) = 2k+1 sin(
kπ
6

),

e31(k) = −2k+1(cos(
kπ
6

) − sin(
kπ
6

)) + 2δk(x),

e32(k) = −2k+2(cos(
kπ
6

) −
5
4

sin(
kπ
6

)) + 4δk(x),

e33(k) = −2k(cos(
kπ
6

) − sin(
kπ
6

)) + 2δk(x).

Then one can verify that for all k ≥ 1, we have Ek = E(k).
From this result one can conclude easily the following:

• We have

E(0) =

 2 − δ0(x) 2 − 2δ0(x) 1 − δ0(x)
0 1 0

−2 + 2δ0(x) −4 + 4δ0(x) −1 + 2δ0(x)

 .
Thus E is nonsingular if and only if x , 0;
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• Also we have

Ed =


√

3+5
2 − δ−1(x) 2

√
3+23
4 − 2δ−1(x)

√
3+5
4 − δ−1(x)

−1
√

3−9
4

−1
2

−
√

3−1
2 + 2δ−1(x) −4

√
3−5

4 + 4δ−1(x) −
√

3−1
4 + 2δ−1(x)

 ;

• For all k ≥ 1

Ek
d =

a11(k) a12(k) a13(k)
a21(k) a22(k) a23(k)
a31(k) a32(k) a33(k)

 ,
where

a11(k) = 2−k+1(cos(
kπ
6

) + 5 sin(
kπ
6

)) − δ−k(x),

a12(k) = 2−k+1(cos(
kπ
6

) +
23
2

sin(
kπ
6

)) − 2δ−k(x),

a13(k) = 2−k(cos(
kπ
6

) + 5 sin(
kπ
6

)) − δ−k(x),

a21(k) = −2−k+2 sin(
kπ
6

),

a22(k) = 2−k cos(
kπ
6

) − 9 × 2−k sin(
kπ
6

),

a23(k) = −2−k+1 sin(
kπ
6

),

a31(k) = −2−k+1(cos(
kπ
6

) + sin(
kπ
6

)) + 2δ−k(x),

a32(k) = −2−k+2(cos(
kπ
6

) −
5
4

sin(
kπ
6

)) + 4δ−k(x),

a33(k) = −2−k(cos(
kπ
6

) + sin(
kπ
6

)) + 2δ−k(x).

Conclusion

In this paper, we establish some algebraic results for the F-algebra of all linear recurrence sequences
over a field F. Then we extend these results to the set of all sequences of matrices over F. In addition, We
define P-canonical forms of matrices and study some of their properties. Furthermore, we also show how
we can deduce from them the Drazin inverses of matrices and their positive integer powers.
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