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Computing c-numerical range of differential operator matrices
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Abstract. A linear operator on a Hilbert space may be approximated with finite matrices by choosing
an orthonormal basis of the Hilbert space. In this paper, we establish an approximation of the c-numerical
range of bounded and unbounded operator matrices by variational methods. Application to Schrödinger
operator, and Hain-Lüst operator are given.

1. Introduction

Suppose H is a Hilbert space. For a bounded linear operators A, recall that the numerical range W(A)
of A is defined as

W(A) = {⟨Ax, x⟩ : x ∈ H , ∥x∥ = 1}. (1)

If c is a k-tuple of a non-zero real numbers c1, c2, . . . , ck, then the c-numerical range of A is

Wc(A) =


k∑

j=1

c j⟨Ae j, e j⟩ : (e1, . . . , ek) is an orthonormal subset of H

 (2)

Furthermore, if c consists of just one number c1, Wc(A) then we obtain the classical numerical range W(A)
(see [18].) Also, for c1 = c2 = · · · = ck = 1, the c-numerical range Wc(A) turns into Wk(A) – the so called
k-numerical range introduced by Halmos, (see [6, 18].)

Originally, the c-numerical range was introduced for linear operators on Cn by Marcus [16]. Let A be an
n × n complex matrix and c = (c1, c2, . . . , cn)t

∈ Rn. The c-numerical range of A is the set

Wc(A) =

 n∑
i=1

cix∗i Axi : {x1, . . . , xn} is an orthonormal set

 . (3)

Westwick [2] has shown that Wc(A) is convex for any c ∈ Rn.Also he gave an example which shows that
for complex vectors c ∈ Cn with n ≥ 3, the range Wc(A) may fail to be convex.
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By the famous Toeplitz-Hausdorff Theorem [10, 17] W(A) is convex. Also Wk(A) is convex (for a proof
see [18]). The c-numerical range is not always convex. Westwick [22] proved that Wc(A) is convex for any
c ∈ Rn.

The c-numerical range is unitary similarity invariant, Wc(A) = Wc(UAU∗), for any unitary matrix U. It is
also transpose invariant, Wc(A) =Wc(AT). Clearly, we have the basic property

Wc(aA + bIn) = aWc(A) + b
k∑

j=1

c j, (4)

for every a, b ∈ C.A review of the properties of c-numerical ranges of operator matrices may be found in [24].
This set has been studied extensively see [23, 24] and has a lot of applications in functional analysis,

operator theory, numerical analysis, perturbation theory, quantum mechanics see [13, 15, 18, 19], and
the references therein. In recent years, several results about the c-numerical range of operators on finite-
dimensional Hilbert spaces have been published see, [20, 23–27].

In this note we consider how to compute Wc(A) by projection methods, which reduce the problem to
that of computing the c-numerical range of a (finite) matrix and block matrix.

Projection methods always yield a subset of the c-numerical range, under hypotheses. Only when one
wishes to be sure of generating the whole of Wc(A), it is necessary to make some extra assumptions.

The paper is organized as follows. In Section 2, some theoretical results are investigated dealing with
the approximation of c-numerical range for a (possibly) unbounded operators using projection method. In
Section 3, applying these results to compute the c-numerical range of operators.

2. Convergence Theorems

In this section we will use finite matrices to approximate the numerical range of linear operators.
However, the idea of approximating linear operators by finite matrices is an obvious one that must happen
again and again. Suppose that one wishes to compute the c-numerical range of A by using the following
projection method. Let (Lk)∞k=1 be a nested family of spaces inH given by Lk = span{ϕ1, ϕ2, . . . , ϕk}, where
{Lk : k ∈ N} is orthonormal basis of a Hilbert space H whose element lie in D(A) and suppose that the
corresponding orthogonal projections Pk : H → Lk, converge strongly to the identity operator I. we identify
A with its matrix representation with respect to {ϕk : k ∈N},

A = (Ai j)∞i, j=1, Ai j := ⟨Aϕ j, ϕi⟩ i, j ∈N.

Then the compression of A to Lk is denoted byAk := PkA|Lk , where

Ak =


⟨Aϕ1, ϕ1⟩ ⟨Aϕ1, ϕ2⟩ . . . ⟨Aϕ1, ϕk⟩

⟨Aϕ2, ϕ1⟩ ⟨Aϕ2, ϕ2⟩ . . . ⟨Aϕ2, ϕk⟩
...

...
...

⟨Aϕk, ϕ1⟩ ⟨Aϕl, ϕ2⟩ . . . ⟨Aϕk, ϕk⟩

 . (5)

Theorem 2.1. Let A be a bounded operator in H . Let {Lk : k ∈ N} be a nested family of spaces in H given by
Lk = span{ϕ1, ϕ2, . . . , ϕk}, where {ϕk : k ∈ N} is orthonormal, and Ak be as in (5). Then Wc(Ak) ⊆ Wc(A), for
c = (c1, c2, . . . , cn) ∈ Rn.

Proof Define an isometry i : Lk → C
k by i

(∑k
j=1 α1 jϕ j

)
:=

(r)
α, r = 1, · · · k where

(1)
α := (α11, α12, · · · , α1k) ∈

Ok(Ck),
(2)
α := (α21, α22, · · · , α2k) ∈ Ok(Ck), · · · ,

(k)
α := (αk1, αk2, · · · , αkk) ∈ Ok(Ck), where Ok(Ck) be the set of all

orthonormal k-tuples of vectors in Ck. Suppose that λ ∈ Wc(Ak). Then there exist an orthonormal vectors

(
(1)
α,

(2)
α, · · · ,

(k)
α) ∈ Ck, such that λ =

∑k
j=1 c j⟨Ak

( j)
α,

( j)
α⟩. Choose ξ1, ξ2, · · · , ξk ∈ Lk, such that i(ξr) =

(r)
α, r = 1, · · · k
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Then a direct computation shows that λ =
∑k

j=1 c j⟨Akξ j, ξ j⟩, where ξr =
∑k

j=1 ϕ jαrj, where r = 1, · · · , k. Thus
λ ∈Wc(A).

The next inclusion, which will be used in the proof of Theorem 2.3, asserts that {Wc(Ak) : k ≥ 2} forms
an increasing sequence of sets.

Proposition 2.2. Let {Lk : k ∈ N} and Ak be as in Theorem 2.1. Given c = (c1, c2, . . . , cn) ∈ Rn,, then Wc(Ak) ⊆
Wc(Ak+r), r = 1, 2, . . . .

Proof This is an immediate consequence of the fact that Ck is a subspace of Ck+1. In detail: if λ is
in Wc(Ak) then we can choose (e1, e2, · · · , ek) ∈ Ok(Ck), where e1, e2, · · · , ek, defined in Theorem 2.1 such
that λ =

∑k
j=1 c j⟨Ake j, e j⟩, so in this case (e1, e2, · · · , ek) ∈ Ok(Ck), can be extended to vectors in Ck+1, say

(ê1, ê2, · · · , êk, whose (k + 1)-th components are zero. It is easy to see that
∑k

j=1 c j⟨Ake j, e j⟩ =
∑k

j=1 c j⟨Akê j, ê j⟩

and the result follows.

In the following theorem, the c-numerical range of bounded operator is presented as the infinity union
of c-numerical ranges of the reduction operator in a matrix polynomial by finite dimension (smaller size of
a firstly linear operator).

Theorem 2.3. Let A,Ak and (Lk)∞k be as in Theorem 2.1. Suppose that (ϕk)∞k=1 is orthnormal basis of H. Then, for

c = (c1, c2, . . . , cn) ∈ Rn holds Wc(A) =
⋃
∞

j=1 Wc(A j).

Proof In view of Theorem 2.1 it therefore now suffices to show Wc(A) ⊆ ∪ j∈NWc(A j). Suppose λ ∈

Wc(A). Choose an orthonormal vectors (
(1)
x ,

(2)
x , · · · ,

(k)
x ) ∈ H, such that λ =

∑k
j=1 c j⟨A

( j)
x ,

( j)
x ⟩. Since (ϕk)∞k=1

is orthnormal basis of H, then there exist sequences
(

(i)
xk

)∞
k=1
⊂ C, i = 1, · · · , k with each

(1)
xk,

(2)
xk, · · · ,

(k)
xk ∈

Span{ϕ1, . . . , ϕsk } for some sk > 0, such that
∑k

j=1

∥∥∥∥∥( j)
x −

( j)
xk

∥∥∥∥∥→ 0 and
∑k

j=1

∥∥∥∥∥A
( j)
x − A

( j)
xk

∥∥∥∥∥→ 0. So this means that∥∥∥∥∥∑k
j=1 c j⟨A

( j)
x ,

( j)
x ⟩ −

∑k
j=1 c j⟨A

( j)
xk,

( j)
xk⟩

∥∥∥∥∥→ 0 as k→∞.

Fix k > 0. Let i : span{ϕ1, . . . , ϕsk } → C
sk , be the standard isometries as in the proof of Theorem 2.1.

Define
(1)
ηk,

(2)
ηk, · · · ,

(k)
ηk ∈ C

sk by
(1)
ηk := i(

(1)
xk),

(2)
ηk := i(

(2)
xk), · · · ,

(k)
ηk := i(

(k)
xk), Consider the sk × sk matrix Ask that is,

the (p, r)− element of Ask matrix is equal to ⟨Aϕp, ϕr⟩, for p, r = 1, 2, . . . , sk. Then for each k ∈ N choose

λk =
∑k

j=1 c j⟨Ask

( j)
ηk,

( j)
ηk⟩, thus a simple computation shows that λk =

∑k
j=1 c j⟨A

( j)
xk,

( j)
xk⟩. Since∥∥∥∥∥∥∥∥

k∑
j=1

c j⟨A
( j)
x ,

( j)
x ⟩ −

k∑
j=1

c j⟨A
( j)
xk,

( j)
xk⟩

∥∥∥∥∥∥∥∥→ 0

as k→ ∞ we have ∥λk −
∑k

j=1 c j⟨A
( j)
x ,

( j)
x ⟩∥ → 0. Hence there exist λk ∈ Wc(Ask ) such that λk −→ λ. In view of

proposition 2.2 this immediately gives λ ∈ ∪ j∈NWc(A j).

Remark 2.4. Let A and (Lk)∞k be as in Theorem 2.1. Let Pk, denote orthogonal projection onto Lk. If A is bounded
then the hypotheses that Pk → I,strongly as k → ∞, is equivalent to the C is core of A. It is easy to construct an
example to show that theses hypotheses is necessary.

Example 2.5. Let A be an operator matrix in H = ℓ2(N) where A = diag{ 1
n }
∞

n=1 Let (Lk)k∈N, be a nested family of
subspace in ℓ2(N), with Lk = Span{e2, ..., ek+1}, where e j = jth standard basis vector, Then performing an analysis

analogous to the previous Theorem 2.3, we see that λk =
∑k

j=1 c j⟨Ask

( j)
ηk,

( j)
ηk⟩, in the proof of Theorem 2.3 is not

convergent to λ =
∑k

j=1 c j⟨A
( j)
x ,

( j)
x ⟩. unless

(1)
x is orthogonal to e1.
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In what follow we assume readers familiar with basic notions, definitions and results on unbounded
operators, as well as matrices of non necessarily bounded operators. useful references are [6] [7] and [8].
We call a few definitions though: A linear operator A with a domainD(A) contained in a Hilbert spaceH is
said to be densely defined ifD(A) = H . A linear operator A is closed if its graph ΓA is closed inH ⊕H . A
linear operator A is called closable if, the closure ΓA of its graph is the graph of some operator. A subspace
D ⊂ D(A) is called a core of a closable operator A if A|D is closable with closure A. The definition of the
q-numerical range for bounded linear operators in (2) generalizes as follows to unbounded operator matrices
A with dense domainD(A).

Definition 2.6. For a linear operator A with domain D(A) ⊂ H we define the c-numerical range of A for c =
(c1, c2, . . . , ck), by

Wc(A) =


k∑

j=1

c j⟨Ae j, e j⟩ : (e1, . . . , ek) is an orthonormal subset of D(A))

 (6)

In the following result we describe that the closure of the range Wc(A) is approximated by Wc(Ak) under
the assumption that the linear span of {ϕ1, ϕ2, . . . , } is a core of A.

Theorem 2.7. Let A be an unbounded operator inH . Let {Lk : k ∈ N} be a nested family of spaces in D(A) given
by Lk = span{ϕ1, ϕ2, . . . , ϕk}, where {ϕk : k ∈ N} is orthonormal, and Ak be as in (5). Then Wc(Ak) ⊆ Wc(A), for
c = (c1, c2, . . . , cn) ∈ Rn.

Proof Define an isometry i : Lk → C
k by i

(∑k
j=1 α1 jϕ j

)
:=

(r)
α, r = 1, · · · k where

(1)
α := (α11, α12, · · · , α1k) ∈

Ok(Ck),
(2)
α := (α21, α22, · · · , α2k) ∈ Ok(Ck), · · · ,

(k)
α := (αk1, αk2, · · · , αkk) ∈ Ok(Ck). Suppose that λ ∈Wc(Ak). Then

there exist an orthonormal vectors (
(1)
α,

(2)
α, · · · ,

(k)
α) ∈ Ck, such that λ =

∑k
j=1 c j⟨Ak

( j)
α,

( j)
α⟩. Choose ξ1, ξ2, · · · , ξk ∈

lk, such that i(ξr) =
(r)
α, r = 1, · · · k Then a direct computation shows that λ =

∑k
j=1 c j⟨Akξ j, ξ j⟩, where

ξr =
∑k

j=1 ϕ jαrj,where r = 1, · · · , k. Thus λ ∈Wc(A).
The following Proposition can be proof in a similar fashion as Proposition 2.2

Proposition 2.8. Let {Lk : k ∈ N} be a nested family of spaces in D(A) given by Lk = span{ϕ1, ϕ2, . . . , ϕk},
where {ϕk : k ∈ N} is orthonormal, and Ak be as in Theorem 2.1. Then Wc(Ak) ⊆ Wc(Ak+r), r = 1, 2, . . . ., for
c = (c1, c2, . . . , cn) ∈ Rn.

In the following theorem, the c-numerical range of unbounded operator is presented as the infinity
union of c-numerical ranges of the reduction operator in a matrix by finite dimension (smaller size of a
firstly linear operator).

Theorem 2.9. Let A,Ak and (Lk)∞k be as in Theorem 2.7. Suppose that A is closable operators with dense domains

and C = span{ϕ1, ϕ2, . . .} is a core of A. Then, for c = (c1, c2, . . . , cn) holds Wc(A) =
⋃
∞

j=1 Wc(A j).

Proof In view of Theorem 2.7 it therefore now suffices to show Wc(A) ⊆ ∪ j∈NWc(A j). Suppose λ ∈

Wc(A). Choose an orthonormal vectors (
(1)
x ,

(2)
x , · · · ,

(k)
x ) ∈ D(A), such that λ =

∑k
j=1 c j⟨A

( j)
x ,

( j)
x ⟩. Since C =

span{ϕ1, ϕ2, . . .} is a core of A, then there exist sequences
(

(i)
xk

)∞
k=1
⊂ C, i = 1, · · · , k with each

(1)
xk,

(2)
xk, · · · ,

(k)
xk ∈

Span{ϕ1, . . . , ϕtk } for some tk > 0, such that
∑k

j=1

∥∥∥∥∥( j)
x −

( j)
xk

∥∥∥∥∥→ 0 and
∑k

j=1

∥∥∥∥∥A
( j)
x − A

( j)
xk

∥∥∥∥∥→ 0. So this means that∥∥∥∥∥∥∥∥
k∑

j=1

c j⟨A
( j)
x ,

( j)
x ⟩ −

k∑
j=1

c j⟨A
( j)
xk,

( j)
xk⟩

∥∥∥∥∥∥∥∥→ 0
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as k→∞.
Fix k > 0. Let π : span{ϕ1, . . . , ϕtk } → C

tk , be the standard isometries as in the proof of Theorem 2.1.

Define
(1)
ζk,

(2)
ζk, · · · ,

(k)
ζk ∈ C

tk by
(1)
ζk := π(

(1)
xk),

(2)
ζk := π(

(2)
xk), · · · ,

(k)
ζk := π(

(k)
xk), Consider the tk × tk matrix Atk that

is, the (p, r)− element of Atk matrix is equal to ⟨Aϕp, ϕr⟩, for p, r = 1, 2, . . . , tk. Then for each k ∈ N choose

λk =
∑k

j=1 c j⟨Ask

( j)
ηk,

( j)
ηk⟩, thus a simple computation shows that λk =

∑k
j=1 c j⟨A

( j)
xk,

( j)
xk⟩. Since∥∥∥∥∥∥∥∥

k∑
j=1

c j⟨A
( j)
x ,

( j)
x ⟩ −

k∑
j=1

c j⟨A
( j)
xk,

( j)
xk⟩

∥∥∥∥∥∥∥∥→ 0

as k→ ∞ we have ∥λk −
∑k

j=1 c j⟨A
( j)
x ,

( j)
x ⟩∥ → 0. Hence there exist λk ∈ Wc(Atk ) such that λk −→ λ. In view of

proposition 2.8 this immediately gives λ ∈ ∪ j∈NWc(A j).

3. Numerical experiments on differential operator

In this section we study some concrete examples and demonstrate that, in spite of the results obtained in
the previous section, practical computation of the c-numerical range of differential operator is very far from
being straightforward. We define the inner product ⟨u, v⟩ to be linear in the first parameter and conjugate
linear in the second parameter, and we consider the space of square-integrable functions, L2(Ω, dx), where
Ω is an interval in R, a Hilbert space with inner product

⟨u, v⟩ =
∫
Ω

uvdx. (7)

The computations were performed in Matlab.

3.1. Application to Schrödinger operator.

In this subsection, we will examine the Schrödinger operator, which fits into the framework of Sect.2.
See [5] for results on computing the q-numerical range of such operators. In the Hilbert spaceH := L2(0, 1),
we introduce the Schrödinger operator

A = −
d2

dx2 + q, (8)

(with bounded potential q) and the domain of A is given by

D(A) = {u ∈ H2(0, 1) : u(0) = 0 = u(1)}.

Remark 3.1.

(i) Because A is self-adjoint and bounded below with purely discrete spectrum, the eigenvalues of A are
given by

λk := inf
F⊂D(A)
dim F=k

sup
y∈F
y,0

p(y)

where p is the Rayleigh functional

p(y) :=
⟨Ay, y⟩
⟨y, y⟩

, y ∈ D(A), y , 0.
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(ii) It is clear the operator A in L2(0, 1) has a sequence of eigenvalues and normalized eigenfunctions for
the operator A in L2(0, 1) are

λn = n2π2, ϕn(x) =
√

2sin(nπx) for n = 1, 2, 3, · · · (9)

under the setting q(x) = 0.

(iii) Because Eq. (8) is closed operator, then it is not difficult to see that, the subspaceCA = span{ϕ1, ϕ2, . . .} ⊂
D(A) is a core of A, so in this case the main Theorem 2.9 is applicable to this example.

(iv) We may use these eigenfunctions in (9) as basis elements for a discretization of the type discussed in
Section 2, form the matrix elements ⟨−ϕ′′k , ϕ j⟩, using the inner product in Eq.(7) with respect to the
orthonormal basis in equation (9) and consider the (infinite) operator matrix

Q := ⟨−ϕ′′k , ϕ j⟩ (10)

The matrix Ak in (5) is obtained by taking the leading sub-matrices of the (infinite) operator matrix
in (10), with appropriate dimensions. Observe that, ⟨−ϕ′′k , ϕ j⟩ = diag{π2, 4π2, 9π2, . . .} which can be
evaluated explicitly. The following figure shows attempts to calculate Wc(Ak) for various k and c
and also some attempts to estimate these sets by qualitative means, using existing theorems from the
literature as well as the theorems proved above.
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Figure 1: On the left-hand side, variational method approximation to the Schrödinger operator. The approximation Ak is given
by a self-adjoint matrix with some real eigenvalues {λ1, λ2, · · · , λk} with λ1 ≤ λ2 ≤ · · ·λk. The c-numerical range Wc(A8) of A8 for
c = (1, 0, 0, 0, 0, 0, 0, 0) is the line segment [λ1, λ8], the red dots are σ(A8). On the right-hand side, the c-numerical range Wc(A8) of A8
for c = (1.5, 0, 0, 0, 0, 0, 0,−0.5) is the union of the closed circular discs. The small red circles on the real axis in side circular disk are
σ(A8).

3.2. Analytical estimates for Schrödinger operator.

In order to understand to what extent the Figure 1 is qualitatively correct, we now analyze the c-
numerical range of the Schrödinger operator.
Suppose λ ∈Wc(A). Choose an orthonormal vectors (ζ1, ζ2, · · · , ζk) ∈ D(A) such that λ =

∑k
j=1 c j⟨Aζ j, ζ j⟩. In

Remark 3.1 part(i), it is obvious
∑k

j=1 c j⟨Aζ j, ζ j⟩ ≥ π2 ∑k
j=1 c j⟨ζ j, ζ j⟩. Thus the c-numerical range of Schrödinger

operator is [π2 ∑k
j=1 c j,∞).
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3.3. Application to Hain-Lüst operator

In this subsection we apply Theorem 2.9 to compute c-numerical range of Hain-Lüst-type operators.This
operator was introduced by Hain and Lüst in application to problems of magnetohydrodynamics [14], and
the problems of this type were studied in [1–4, 11, 12, 21]. Assume that w : [0, 1] → [0,∞), w̃ : [0, 1] →
[0,∞), and u : [0, 1] → C are such that w(x) = 1, w̃(x) = 1,

u(x) =

28e4πix
− 30, for 0 ≤ x < 1/2;

28e4πix
− 100, for 1/2 < x ≤ 1.

for each x ∈ [0, 1]. We introduce the differential expression

τÃ := − d2

dx2 , τB̃ := w(x), (11)
τC̃ := w̃(x), τD̃ := u(x). (12)

Let A, B, C, D be the operators in the Hilbert space L2(0, 1) induced by the differential expressionsτÃ, τB̃, τC̃, τD̃
with domain

D(A) := H2(0, 1) ∩H1
0(0, 1), D(B) = D(C) = D(D) := L2(0, 1).

In the Hilbert space L2
2(0, 1) := L2(0, 1) ⊕ L2(0, 1),we introduce the matrix differential operator

A :=
(

A B
C D

)
=

(
−

d2

dx2 w(x)
w̃(x) u(x)

)
, (13)

on the domain

D(A) := (H2(0, 1) ∩H1
0(0, 1)) ⊕ L2(0, 1). (14)

Remark 3.2.

(i) By [9, Corollary VII.2.7], the operator A := − d2

dx2 with domain D(A) := (H2(0, 1) ∩ H1
0(0, 1)) is closed.

Moreover, because D(A) ⊂ D(C), then the operator C is A-bounded with relative bound 0. This
follows since, there is a γ > 0 such that, for every ϵ > 0

∥C f ∥2 ≤ γ∥⟨A f , f ⟩∥ ≤ γ(ϵ∥A f ∥2 + ϵ−1
∥ f ∥2).

On the other hand D(D) ⊂ D(B), then the operator B is D-bounded we conclude that the operator
matrixD(A) is diagonally dominant of order 0; it is closed by [7, Corollary 2.2.9 (i)].

(ii) In Eq.(13), since A is self-adjoint with purely discrete spectrum, then the linear spanCA = span{ϕ1, ϕ2, . . .}
is a core of A, where {ϕk : k ∈ N} is an orthonormal basis in L2(0, 1), and by the same argument
because D in Eq. (13) is bounded then the linear span CD = span{ϕ1, ϕ2, . . .} is a core of D. Hence it is
not difficult to see that the subspace C := CA ⊕ CD ⊂ D(A) = (D(A) ∩D(C)) ⊕ (D(B) ∩D(D)) is a core
ofA. So the main Theorem 2.8 is applicable to this example.

(iii) We may use the eigenfunctions in Eq.(9) as basis elements for a discretization of the type discussed
in Section 2, forming the matrix elements ⟨Aϕk, ϕ j⟩, ⟨wϕk, ϕ j⟩, ⟨w̃ϕk, ϕ j⟩, ⟨uϕk, ϕ j⟩, with respect to the
inner product in (7) and considering the infinite block matrix

Q :=

 ⟨Aϕk, ϕ j⟩ ⟨wϕk, ϕ j⟩

⟨w̃ϕk, ϕ j⟩ ⟨uϕk, ϕ j⟩

 .
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The defined matrix Ak in (5) is obtained by taking the leading sub-matrices of the block Q, with
appropriate dimensions. Observe that
⟨Aϕk, ϕ j⟩ = diag{π2, 4π2, 9π2, . . .}, ⟨wϕk, ϕ j⟩ = diag{1, 1, 1, . . .}, ⟨w̃ϕk, ϕ j⟩ = diag{1, 1, 1, . . .}, and ⟨uϕk, ϕ j⟩ =

56
∫ 1/2

0
e4πix sin(kπx) sin( jπx)dx+56

∫ 1/2

1
e4πix sin(kπx) sin( jπx)dx − 65δk, j,which can be evaluated explicitly.

If the operator A included a potential, for instance, then its eigenfunctions would not generally be explicitly
computable. We could still use the functions ϕ j in (9) as basis functions, but the matrix elements ⟨Aϕk, ϕ j⟩

would have to be computed by quadrature and the corresponding matrix would no longer diagonal. The
following figure show attempts to compute the numerical approximation of the boundary of Wc(Ak) for
various k, and c also some attempts to estimate these sets by qualitative means, using existing theorems
from the literature as well as the theorems proved above.
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Figure 2: On the left-hand side, Variational method approximation to the Hain-Lüst operator for computing c-numerical range Wc(A24)
of A24 for c = (c1, c2, · · · , c24) where c1 = 1, c2 = c3 = · · · , c24 = 0 The red dots are σ(A24). On the right-hand side, for for c1 = 0.8,
c2 = c3 = · · · , c22 = 0, c23 = 0.3 and c24 = −0.1. Variational method approximation for computing Wc(A24) of A24. The red dots are
σ(A24).

3.4. Analytical estimates for non self-adjoint Hain-L¨ust operator
In order to understand the results in Figure 2 it is useful to find an analytical estimate for Wc(A). Let

η
1
, η

2
, · · · , η

k
be an orthonormal vectors inD(A) where

η
1
=

(
η11
η12

)
, y

2
=

(
η21
η22

)
, · · · , η

k
=

(
ηk1
ηk2

)
and let

λ =

k∑
j=1

c j⟨Aη
j
, η

j
⟩

=

k∑
j=1

c j⟨−η
′′

j1, η j1⟩L2(0,1) + 2
k∑

j=1

c jℜ⟨η j1, η j2⟩L2(0,1) +

k∑
j=1

c j⟨η j2, η j1⟩L2(0,1) (15)

The first term of Eq.(15) gives, as an estimate;

k∑
j=1

c j⟨−η
′′

j1, η j1⟩L2(0,1) ≥ π
2

k∑
j=1

c j⟨η j1, η j1⟩L2(0,1) (16)
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For the second term on the right hand side of Eq.(15), the Cauchy Schwarz inequality and Youngs
inequality yield

2
k∑

j=1

c jℜ⟨η j1, η j2⟩L2(0,1) ≥ −

k∑
j=1

c j. (17)

The third term of the right hand side of Eq. (15) satisfies
k∑

j=1

c j⟨uη j2, η j1⟩L2(0,1) ≥ inf
x∈[0,1]

ℜ(u)
k∑

j=1

c j(1 − ⟨η j1, η j1⟩L2(0,1)). (18)

Hence from equations (16),(17) and (18) we get that

ℜ(λ) ≥ (π2
− inf

x∈[0,1]
ℜ(u))

k∑
j=1

c j⟨η j1, η j1⟩L2(0,1) + ( inf
x∈[0,1]

ℜ(u) − 1)
k∑

j=1

c j. (19)

This yields

ℜ(λ) ≥


( inf
x∈[0,1]

ℜ(u) − 1)
∑k

j=1 c j, if π2
− inf

x∈[0,1]
ℜ(u) ≥ 0;

(π2
− 1)

∑k
j=1 c j, if π2

− inf
x∈[0,1]

ℜ(u) < 0.

For our example these yieldℜ(λ) ≥ −131
∑k

j=1 c j. To estimate ℑ(λ) observe that

ℑ(λ) =

k∑
j=1

c j⟨uη j2, η j1⟩L2(0,1)

≤ sup
x∈[0,1]

ℑ(u)
k∑

j=1

c j⟨η j2, η j2⟩L2(0,1)) ≤ 18
k∑

j=1

c j⟨η j2, η j2⟩L2(0,1)) (20)

and

ℑ(λ) =

k∑
j=1

c j⟨uη j2, η j1⟩L2(0,1)

≥ inf
x∈[0,1]

ℑ(u)
k∑

j=1

c j⟨η j2, η j2⟩L2(0,1)) ≥ −18
k∑

j=1

c j⟨η j2, η j2⟩L2(0,1)) (21)

hence

−28
k∑

j=1

c j ≤ ℑ(λ) ≤ 28
k∑

j=1

c j.

This completes the estimates on Wc(A).
The following result shows that the c-numerical range of Hain-L¨ust operator, is unbounded.

Remark 3.3. Let η1, η2, · · · , ηk be an orthonormal vectors inD(A), where

η1 =

( √
2sin(lπx)

0

)
, η2 =

( √
2sin(kπx)

0

)
, · · · , ηk =

( √
2sin(kπx)

0

)
then

k∑
j=1

c j⟨Aη j, η j⟩L2(0,1) = l2π2
k∑

j=1

c j.

But l ∈ Z can be arbitrary large. This means thatℜ(λ) is unbounded above.
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4. Conclusions

This paper illustrates the practical difficulties associated with the computation of c-numerical ranges of
operator matrices and block operator matrices of differential operators, even when good theoretical results
are available to underpin the approximation procedure. Purely analytic approaches are still needed to
understand when the numerical results are deceptive, and even apparently convincing numerical results
should be treated with skepticism.
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