
Filomat 39:28 (2025), 10171–10183
https://doi.org/10.2298/FIL2528171K

Published by Faculty of Sciences and Mathematics,
University of Niš, Serbia
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Abstract. A discrete positive linear operators based on Stirling polynomials is studied here. As per our
knowledge, the approximations of these operators have not been studied earlier. We proved a convergence
theorem for these operators and give the quantitative estimation of the approximation process by using
a classical approach and the second modulus of continuity. The paper also contains the graphical repre-
sentation based on Mathematica which verify the approximation properties of these operators. As per the
calculations in the paper, we have observed that the composition of these operators with some integral
operators provides us with a summation-integral type operator, which can be a new source of study for
further research.

1. Introduction

In mathematics, Stirling numbers arise in a variety of analytic and combinatorial problems. There are
two different sets of numbers with this name: Stirling numbers of the first kind and Stirling numbers of
the second kind. Also, Lah numbers are sometimes known as Stirling numbers of the third kind. All three
types of Stirling numbers describe coefficients in connection with three different sequences of polynomials
that frequently arise in combinatorics.

Stirling polynomials are born from investigations into Stirling numbers. They are a family of polynomials
which represents important sequences of numbers appearing in combinatorics and analysis, which are
closely related to the Stirling numbers, the Bernoulli numbers, and the generalized Bernoulli polynomials.
Stirling numbers, in a notation proposed by Jovan Karamata are defined for integers n, k ≥ 0 and divided
in two kinds. Stirling numbers of the first kind are denoted by s(n, k)=

[n
k
]
, and verbalized by “n cycle k”.

They count the number of partitions of [n] = {1, 2, 3, ..n} into k nonempty cycles. Stirling numbers of the
second kind are denoted by S(n, k) and verbalized by “n subset k”. Classically,

{n
k
}

is defined as the number
of partitions of [n] = {1, 2, 3, ..., k} into k nonempty subsets. The Stirling numbers of the first and second
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kinds s(n, k) and S(n, k) are important in combinatorial analysis, theory of special functions, and number
theory.

The generating functions have a lot of bridges between mathematics and other applied sciences such
as combinatorics, computer aided geometric design and Machine learning. The generating functions are
designed to help us effectively convert problems involving sequences into problems involving functions.

One of famous examples of positive linear operators is Szász operators [23] and it is defined as follows

Sn(γ, x) = e−nx
∞∑

k=0

(nx)k

k!
γ

(
k
n

)
, n ∈N, x ≥ 0, (1)

where γ ∈ C([0,∞)) and whenever the above series is convergent. Many researchers studied different
types of modifications of Szász operators and certain linear positive operators as in ([6], [13], [14], [15],
[18],[1],[16],[21],[19],[5],[17]).

Jakimovski and Leviatan [12] proposed a generalization of Szász operators with Appell polynomials.
Let A(z) =

∑
∞

k=0 pkzk, (p0 , 0) be an analytic function in the disc |z| ≤ ρ (ρ > 1) and assume that A(1) , 0.
The Appell polynomialHk(x) have the generating functions of the following form

A(u)eux =

∞∑
k=0

Hk(x)uk. (2)

with the conditionHk(x) ≥ 0 for x ∈ [0,∞), Jakimovski and Leviatan introduced the linear positive operators
Dn(γ, x) via

Dn(γ; x) =
e−nx

A(1)

∞∑
k=0

Hk(nx)γ
(

k
n

)
, for n ∈N. (3)

Remark 1.1. We can see that forA(z) = z and with the help of definition of generating function defined in equation

(2), we easily findHk(x) =
xk

k!
and by using equation (3), we obtained original form of Szász operators as mentioned

in (1).

Then, Ismail [10] established another generalization of the Szász operators (1) and also Jakimovski and
Leviatan operators (3) with the help of Sheffer polynomials. Let B(z) =

∑
∞

k=0 ρkzk(ρ0 , 0) and E(z) =∑
∞

k=0 ϕkzk(ϕ1 , 0) be analytic functions in the disc |z| ≤ ρ (ρ ≥ 1) where, ρk, ϕk ∈ R. The Sheffer polynomial
Sk(x) have generating function of the type

B(t)exE(t) =

∞∑
k=0

Sk(x)tk, |t| ≤ ρ. (4)

Under the following constraints:

For x ∈ [0,∞), Sk(x) ≥ 0,

B(1) , 0, E
′

(1) = 1.

Ismail proposed the approximation properties of linear positive operators given by

In(γ; x) =
e−nxE(1)

B(1)

∞∑
k=0

Sk(nx)γ
(

k
n

)
, for n ∈N. (5)

Remark 1.2. For E(t) = t, one can observe that the generating functions (4) reduce to (2) and from this fact, the
operators (7) return to the operators (3).
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Remark 1.3. By taking, E(t) = t and B(t) = 1, It is easy to obtained Szász operators from the operators (7).

In this paper, we aim to construct linear positive operators by using Stirling polynomials. The Stirling
polynomials Sk(x) are a family of polynomials that generalize the Bernoulli numbers Bk and the Stirling
numbers of the second kind S(n, k). The Stirling polynomials Sk(x) for non-negative integers k are defined
by the generating function( t

1 − e−t

)x+1
=

∞∑
k=0

Sk(x)
tk

k!
, (6)

with the condition Sk(x) ≥ 0, for x ∈ [0,∞), we propose a new form of linear positive operators as follows:

Ln(γ; x) =
(
1 −

1
e

)nx+1 ∞∑
k=0

Sk(nx)
k!
γ

(
k
n

)
, (7)

where, x ∈ [0,∞) and n ∈N.

2. Approximation Properties ofLn Operators

In this section, we investigate the convergence properties of Ln(γ, x) to show the uniform convergence
of Ln(γ, x), we derive the operator’s value at test functions in the following lemma.

Lemma 2.1. For all x ∈ [0,∞), we have

1. Ln(1; x) = 1,

2. Ln(t; x) =
nx + 1

n
−

1
ne

( e
e − 1

)nx+1
,

3. Ln(t2; x) =
nx + 1

n2

(
1 −

1
e

)nx+1
nx

( e
e − 1

)nx−1
(

1
1 − e−1 −

e−1

(1 − e−1)2

)2
+

nx + 1
n2

(
1 −

1
e

)nx+1 ( 1
1 − e−1

)nx (
−e−1

(1 − e−1)2 +
2e−2

(1 − e−1)3 +
1 − 2e−1

(1 − e−1)2

)
Proof. From generating functions of the Stirling polynomials mentioned in (6), we obtain

∞∑
k=0

kSk(nx)
k!

= (nx + 1)
( e − 1

e

)−(nx+1)

−
nx + 1

e

( e − 1
e

)−(nx+2)

, (8)

∞∑
k=0

k2Sk(nx)
k!

= nx(nx + 1)
( 1

1 − e−1

)nx−1 (
1 − 2e−1

(1 − e−1)2

)2

+ (nx + 1)
( 1

1 − e−1

)nx [
−e−1

(1 − e−1)2 +
2e−2

(1 − e−1)3 +
1 − 2e−1

(1 − e−1)2

]
. (9)

By using above two equalities (8) and (9), we can derive the proof.

Now using above values of the function in Lemma 2.1 and Korovkin’s theorem in [3],[2], we establish
the uniform convergence of Ln. We define a new collection of functions ∆ as follows:

∆ =

{
γ : [0,∞)→ R; lim

x→∞

γ(x)
1 + x2 is convergent

}
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Theorem 2.1. Let γ ∈ C([0,∞)) ∩ ∆ and Ln(γ, x) be as defined in (7), then

lim
n→∞
Ln(γ, x) = γ(x)

uniformly on each compact subset of [0,∞).

Proof. As per the Lemma 2.1, one has

lim
n→∞
Ln(ti, x) = xi, f or i = 0, 1, 2.

The above-mentioned convergences are satisfied uniformly in each compact subset of [0,∞). Applying the
Korovkin-type property (vi) of Theorem 4.1.4 from [3], we can prove the stated result.

In order to estimate the rate of convergence, we give some definitions and lemmas.

Definition 1. Let γ ∈ C̄([0,∞)) and δ > 0. The modulus of continuity w(γ, δ) [4] of the function γ is defined by

w(γ, δ) = sup{|γ(x) − γ(y)| : |x − y| ≤ δ, x, y ∈ [0,∞)},

where C̄([0,∞)) is the collection of all uniformly continuous function on [0,∞).

Definition 2. [4] The second modulus of continuity of the function γ ∈ C([a, b]) is defined by

w2(γ, δ) = sup
0<t≤δ
∥γ(· + 2t) − 2γ(· + t) + γ(·)∥,

where ∥γ∥ = max{|γ(x)| : x ∈ [a, b]}.

Lemma 2.2. (Gavrea and Rasşa [7]). Let γ ∈ C2([0, a]) and (δn)n≥0 be sequence of linear positive operators with the
property that δn(1, x) = 1. Then,

|δn(γ, x) − γ(x)| ≤ ∥γ
′

∥

√
δn((s − x)2, x) +

1
2
∥γ′′∥δn((s − x)2, x).

Lemma 2.3. (Zhuk [22]). Let γ ∈ C([a, b]) and γ ∈ C((0, b−a
2 )). Let γp be second-order Steklov function attached to

the function γ. Then the following inequalities are satisfied.

1. ∥γp − γ∥ ≤
3
4

w2(γ, p).

2. ∥γ′′p ∥ ≤
3

2p2 w2(γ, p).

Lemma 2.4. For x ∈ [0,∞), one has

Ln((t − x)2; x) =
nx + 1

n2

(
1 −

1
e

)nx+1
nx

( e
e − 1

)nx−1
(

1
1 − e−1 −

e−1

(1 − e−1)2

)2
+

nx + 1
n2

(
1 −

1
e

)nx+1 ( 1
1 − e−1

)nx (
−e−1

(1 − e−1)2 +
2e−2

(1 − e−1)3 +
1 − 2e−1

(1 − e−1)2

)
−

(
nx + 1

n
−

1
ne

( e
e − 1

)nx+1
)

2x + x2.

Proof. Using the property of linearity for the operators Ln, one can write

Ln((t − x)2; x) = Ln(t2; x) − 2xLn(t; x) + x2
Ln(1; x).

With the help of Lemma 2.1, one can prove the equality stated in the lemma 2.4.
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For class of positive linear operators, we will use the modulus of continuity and second order modulus of
continuity to established a result on error estimation which has connection with the rate of convergence.
Now, we will calculate the rate of convergence theorem in the following theorems.

Theorem 2.2. Let γ ∈ C̄([0,∞)) ∩ ∆. Ln operators satisfies the following inequality.

|Ln(γ, x) − γ(x)| ≤ 2w(γ,
√
λn(x)) (10)

where

λ : = λn(x) = Ln((t − x)2, x) (11)

=
nx + 1

n2

(
1 −

1
e

)nx+1
nx

( e
e − 1

)nx−1
(

1
1 − e−1 −

e−1

(1 − e−1)2

)2
+

nx + 1
n2

(
1 −

1
e

)nx+1 ( 1
1 − e−1

)nx (
−e−1

(1 − e−1)2 +
2e−2

(1 − e−1)3 +
1 − 2e−1

(1 − e−1)2

)
−

(
nx + 1

n
−

1
ne

( e
e − 1

)nx+1
)

2x + x2.

Proof. By Lemma 2.1 and with the help of property of modulus of continuity, we deduce

|Ln(γ, x) − γ(x)| =

∣∣∣∣∣∣∣
(
1 −

1
e

)nx+1 ∞∑
k=0

Sk(nx)
k!

(
γ

(
k
n

)
− γ(x)

)∣∣∣∣∣∣∣
≤

(
1 −

1
e

)nx+1 ∞∑
k=0

Sk(nx)
k!

∣∣∣∣∣∣γ
(

k
n

)
− γ(x)

∣∣∣∣∣∣
≤

1 +
(
1 −

1
e

)nx+1 1
δ

∞∑
k=0

Sk(nx)
k!

∣∣∣∣∣ k
n
− x

∣∣∣∣∣
 w(γ, δ).

with the help of Cauchy-Schwarz inequality and then by applying Lemma 2.4, we get

∞∑
k=0

Sk(nx)
k!

∣∣∣∣∣ k
n
− x

∣∣∣∣∣ ≤
 ∞∑

k=0

Sk(nx)
k!


1
2
 ∞∑

k=0

Sk(nx)
k!

∣∣∣∣∣ k
n
− x

∣∣∣∣∣2


1
2

=
(
1 −

1
e

)−(nx+1) (
Ln((t − x)2, x)

) 1
2

Considering the last inequality, we obtain

|Ln(γ, x) − γ(x)| ≤
{
1 +

1
δ

√
λn(x)

}
w(γ, δ),

where λn(x) is given by (11). In above inequality, by choosing δ =
√
λn(x), we get the required result.

Theorem 2.3. For γ ∈ C([0, a]), the following estimate

|Ln(γ, x) − γ(x)| ≤
2
a
∥γ∥h2 +

3
4

(a + 2 + h2)w2(γ, h)

holds, where

h = hn(x) = (Ln((s − x)2, x))
1
4 .
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Proof. Let γh be the second-order Steklov function attached to the funciton γ. With considering inequality
Ln(1, x) = 1, we have

|Ln(γ, x) − γ(x)| ≤ |Ln(γ − γh, x)| + |Ln(γh, x) − γh(x)| + |γh(x) − γ(x)|
≤ 2∥γh − γ∥ + |Ln(γ, x) − γh(x)|.

We use the fact that γh ∈ C2([0, a]), it follows from Lemma 2.2, one can observe

|Ln(γ, x) − γ(x)| ≤ ∥γ
′

∥

√
Ln((t − x)2, x) +

1
2
∥γ

′′

∥Ln((t − x)2, x).

If one combines Landau inequality with Lemma 2.3, we can write

∥γ
′

h∥ ≤
2
a
∥γh∥ +

a
2
∥γ

′

h∥

≤
2
a
∥γ∥ +

3a
4

1
h2 w2(γ, h).

From the last inequality and Lemma 2.3and because by taking h = (Ln((s − x)2, x))
1
4

|Ln(γh, x) − γh(x)| ≤
2
a
∥γ∥h2 +

3a
4

w2(γ, h) +
3
4

h2w2(γ, h).

and from Lemma 2.3, gives the proof of theorem.

3. Representation ofLn operators with connection of Stirling numbers of first and second kinds

The Stirling numbers of the first and second kinds s(n, k) and S(n, k) are important in combinatorial
analysis, theory of special functions, and number theory. They can be generated by the rising factorial

(x)n =

n−1∏
k=0

(x + k) =
n∑

k=0

s(n, k)xk

and the exponential function

(ex
− 1)k

k!
=

∞∑
n=k

S(n, k)
xn

n!
.

The Stirling polynomials Sk(x) are a family of polynomials that generalize the Bernoulli numbers Bk and the
Stirling numbers of the second kind S(n, k). The Stirling polynomials Sk(x) for nonnegative integers k are
defined by the generating function( t

1 − e−t

)x+1
=

∞∑
k=0

Sk(x)
tk

k!

For value of t = 1, we have established the new positive linear operators based on equation(7) and studied
its approximation properties and the explicit expressions

Sk(x) = (−1)k
k∑

j=0

(−1) jS(k + j, j)

(x+ j
j

)(x+k+1
k− j

)
(k+ j

j

)
=

k∑
j=0

(−1) js(k + j + 1, j + 1)

(x−k
j
)(x−k− j−1

k− j

)
(k+ j

j

) ,
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which come from Lagrange’s interpolation formula, are known. For more information on Sk(x), see the
papers [24],[20] and the closely related references therein. The authors Feng Qi. et al. in [20] established
the result on the explicit form of Stirling polynomials in terms of Stirling number of first and second kinds
s(n, k) and S(n, k)

Sk(x) = (−1)kk!
k∑

m=0

 k∑
l=m

s(l + 1,m + 1)
(k + l)!

l∑
i=0

(−1)i
(
k + l
l − i

)
S(k + i, i)

 xm, for k ≥ 0. (12)

With the help of Stirling numbers of first and second kind and the operators defined in (12), we can get the
different representation of the established operators as mentoined below.

Ln( f , x)

=
(
1 −

1
e

)nx+1 ∞∑
k=0

1
k!

(−1)kk!
k∑

m=0

 k∑
l=m

s(l + 1,m + 1)
(k + l)!

l∑
i=0

(−1)l(−1)i
(
k + l
l − i

)
S(k + i, i)

 xm f
(

k
n

)
. (13)

4. Modified form preserving eAx

In this section, we proposed the modified form of the operators defined in (7) to preserve the exponential
functions with the condition Sk(x) ≥ 0 is defined by

L̄n( f , x) =
(
1 −

1
e

)nαn(x)+1 ∞∑
k=0

Sk(nαn(x))
k!

f
(

k
n

)
. (14)

Suppose T̄n preserve eAx, then

eAx =

(
e

2A
n +1
− e

2A
n

e
A
n +1 − e

)nαnx+1

implying

αn(x) =
1
n


Ax

lo1
(

e
2A
n +1
− e

2A
n

e
A
n +1 − e

) − 1


Remark 4.1. By simple computation after replacing x by αn(x) in Lemma 2.4 and taking the limits for A > 0, we
have the following outcomes

lim
n→∞

nL̄n((t − αn), x) = 1 −
1
e
,

lim
n→∞

nL̄n((t − αn)2, x) = 0.

5. Graphical Representation

This section deals with graphical representation on some exponential functions and the linear functions
of the cases treated in Theorem2.1. Here we have used the term by term convergence of the operators to
the functions as mentioned in the table. The table contains the term of operators, its color and the function.
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Example 5.1. As per the condition mentioned in theorem 2.1, we take γ(x) = e−2x, for x ∈ [0, 1] and n = 5, 10, the
approximation to the function f by the operators Ln is illustrated in Fig (1) with Table (1) and Fig (2) with Table (2).
From the graph, we note that the term by term approximation of function γ is achieved by the proposed operators Ln.

Term Color Function
Original Function Red γ(x) = e−2x

1stterm Blue γ(x) =
(
1 −

1
e

)5x+1

S0(5x) f
(0

5

)
2ndterm Black 1stterm+

(
1 −

1
e

)5x+1

S1(5x) f
(1

5

)
3rdterm Purple 2ndterm+

1
2!

(
1 −

1
e

)5x+1

S2(5x) f
(2

5

)
4thterm Green 3rdterm +

1
3!

(
1 −

1
e

)5x+1

S3(5x) f
(3

5

)
Table 1

0.2 0.4 0.6 0.8 1.0

0.2

0.4

0.6

0.8

1.0

Figure 1: γ(x) = e−2x,n = 5

Term Color Function
Original Function Red γ(x) = e−2x

1stterm Blue γ(x) =
(
1 −

1
e

)10x+1

S0(10x) f
( 0

10

)
2ndterm Black 1stterm+

(
1 −

1
e

)10x+1

S1(10x) f
( 1

10

)
3rdterm Purple 2ndterm+

1
2!

(
1 −

1
e

)10x+1

S2(10x) f
( 2

10

)
4thterm Green 3rdterm +

1
3!

(
1 −

1
e

)10x+1

S3(10x) f
( 3

10

)
Table 2
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0.2 0.4 0.6 0.8 1.0

0.2

0.4

0.6

0.8

Figure 2: γ(x) = e−2x,n = 10

Example 5.2. We take γ(x) = x with the condition that f satisfy the result given in Theorem (2.1) for x ∈ [0, 0.3]
and n = 5, 10, the approximation of function γ by the established operators Ln is illustrated in the Fig (3) with Table
(3) and Fig(4) with Table (4). From the graphical presentation, it is clear that the approximation of function f is
successfully achieved though the operators Ln.

0.05 0.10 0.15 0.20 0.25 0.30

0.05

0.10

0.15

0.20

0.25

0.30

Figure 3: γ(x) = x,n = 5
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0.05 0.10 0.15 0.20 0.25 0.30

0.05

0.10

0.15

0.20

0.25

0.30

Figure 4: γ(x) = x,n = 10

Term Color Function
Original Function Red γ(x) = x

1stterm Blue γ(x) =
(
1 −

1
e

)5+1

S0(5x) f
(0

5

)
2ndterm Black 1stterm+

(
1 −

1
e

)5x+1
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6. Further new Summation-Integral type operators

In this section, we introduce new operators linked with the Stirling polynomials. We take Post-Widder
operators [11], defined by

(Pnγ)(x) =
nn

xn
1
Γ(n)

∫
∞

0
e
−nt

x tn−1γ(t)dt.

The composition of Ln with the Post-Widder operators Pn, we get a new approximation operator Kn as
follows.

(Kn f )(x) = (Pn ◦ Ln)(x)

Definition 3. The new operators can be represented as follows

(Kn f )(x) =
nn

xn
1
Γ(n)

(
1 −

1
e

)nx+1 ∞∑
k=0

Sk(nx)
k!
γ

(
k
n

) ∫
∞

0
e−

nt
x tn−1dt.

The semi-exponetial Post-Widder operators [9] is defined by

(Pβnγ)(x) =
nn

xneβx

∞∑
v=0

(nβ)v

v!Γ(n + v)

∫
∞

0
e
−

nt
x tn+v−1γ(t)dt.

The composition of Pβnγ and Ln gives us another new operatorsKβn , as follows

(Kβnγ)(x) = (Pβn ◦ L)(x).

Definition 4. The new positive linear operators can be defined as follows

(Kβnγ)(x) =
nn

xneβx

(
1 −

1
e

)nx+1 ∞∑
k=0

Sk(nx)
k!
γ

(
k
n

) ∞∑
v=0

(nβ)v

v!Γ(n + v)

∫
∞

0
e−

nt
x tn+v−1dt.

The integral operators due to Rathore (See [8] and references therein) is defined by

(Wnγ)(x) =
nnx

Γ(nx)

∫
∞

0
e−nttnx−1γ(t)dt.

We take a composition of Ln with the Rathore operators Wn, to obtain another new approximation
operators ′n as follows

(Onγ)(x) = (Wn ◦ Lnγ)(x).

Definition 5. The new variant of positive linear operators can be defineds as follows

(On f )(x) =
nnx

Γ(nx)

(
1 −

1
e

)nx+1 ∞∑
k=0

Sk(nx)
k!
γ

(
k
n

) ∫
∞

0
e−nttnx−1dt.

The semi-exponential Ismail-May operators related to x3 is defined by

(Qnγ)(x) =

√
n

2π
e

n
x

∫
∞

0
t−

3
2 e−

(
n
2t+

nt
2x2

)
γ(t)dt.

We take composition of Ln with the operators Qn, to obtain new operatorsMn as follows

(Mnγ)(x) = (Qn ◦ Lnγ)(x).

Definition 6. The new operators can be represented as follows

(Mnγ)(x) =

√
n

2π
e

n
x

(
1 −

1
e

)nx+1 ∞∑
k=0

Sk(nx)
k!
γ

(
k
n

) ∫
∞

0
t−

3
2 e−

(
n
2t+

nt
2x2

)
dt.
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7. Conclusion

The paper contains a study of discrete positive linear operator based on Stirling polynomials. Using
a classical method and the second modulus of continuity, we provided the quantitative estimation of the
approximation process and demonstrated a convergence theorem for these operators. In Section 3, we also
gives the representation of newly defined operators based on the connection with the Stirling numbers of
first kind and second kind. Additionally, the study includes a graphical representation based on Mathe-
matica that confirms these operators’ approximation properties. According to the calculations in the paper,
we have shown that combining these operators with a few integral operators yields an operator of the
summation-integral type, which may serve as a novel area of investigation for future research. One poten-
tial area for further exploration is the direct convergence of the operators, which, due to the complexity of
the form of operators was not fully addressed in the graphical part. Instead we employed a term-by-term
convergence approach, which provided valuable insights into the convergence properties.

8. Upcoming discoveries

In this article, we have proposed Szász type summation-integral operatorsKn(Defintion 3 ),Kβn (Definition
4), On(Definition 5) and Mn(Definition 6). More approximation properties and different modification of
these operators can be studied which leads to better approximation by means of rate of convergence.
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