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On some spectral properties of complex unit gain graph
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Abstract. Let @ = (G, p) be a T-gain graph. In this note we show that @ has one positive and negative
eigenvalues if and only if it is switching equivalent to a balanced complete bipartite graph or complete
tripartite with special weights. In addition, we found some lower bounds for the energy of a T-gain graph.

1. Introduction and preliminaries

Let G = (V,E) be a simple graph with vertex set V and edge set E. A subgraph H of a graph G is called
an induced subgraph if it is formed from a subset of the vertices of G and all of the edges of G connecting
them. For a subgraph H of G, the complement of H in G, denoted by G — H, defined as the induced subgraph
of G with vertex set V(G)\V(H). The subgraphs H and G — H are called complementary induced subgraphs in
G.

A matching in a graph G is a set of edges of G without common vertices. The matching number of G which
is denoted by u(G) is the cardinality of a matching with the maximum number of edges. A matching that
meets all the vertices of G is called a perfect matching of G.

For each {v;, v;} € E, by e;;, we mean the directed edge from v; to v; and E(G) = {e;j, ¢ji : {v;, v;} € E}.
Definition 1.1. A triple ® = (G;T; @) (or ® = (G, ¢)) in which
(i) G = (V;E) is a simple finite graph,
(ii) T ={z € C: |z| = 1} is the unit complex circle, and
—_—
(iii) The gain function ¢ : E(G) — T is a map such that ¢(e;j) = p(eji)™",

is called a T-gain graph (or complex unit gain graph). Briefly, a T-gain graph is a simple graph in which a unit
complex number is assigned to each directed edge, and its inverse is assigned to the reverse directed edge.
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The adjacency matrix A(®) = [a;;] for a T-gain graph @ is defined by

g = p(eij), if v; and v; are adjacent,
Y710, otherwise.

If two vertices v; and v; are adjacent, then a;; = ¢(e;j) = (p(eﬁ)‘1 = ¢(eji) = aji, where Z denotes the conjugate
of the complex number z . Thus the adjacency matrix of a T-gain graph is hermitian and so its eigenvalues
are real.

Definition 1.2. Let A1, ..., A, be the eigenvalues of A(®). The energy of @ is defined by E(P) = L7, [Ajl.

Definition 1.3. The gain of a cycle (with some orientation) C = v10,...v4v1, denoted by @(C), is defined as the
product of the gains of its edges, that is

©(C) = pler2)p(e23)--plew-1y)Pler)-
A cycle C is said to be neutral if o(C) = 1, and a gain graph is said to be balanced if all its cycles are neutral.

Theorem 1.4. [11, Theorem 6.1] Let ® = (C, ) be a T-gain graph on an oriented cycle C on n vertices with
@(C) = €. Then

0 +2mj
n

A(D) = {2 cos( ):j=0,1,...,n-1}.
Definition 1.5. Two gain graphs @1 = (G; ¢1) and @, = (G; ¢y) are called switching equivalent, and written as
Dy ~ Oy, if there exists a switching function n: V. — T such that

Pa(eif) = n(vi) 1 (eipn(;).
or equivalently, there is a diagonal matrix D with diagonal entries from T, such that
A(D,) = DTA(®1)D.

For any gain graph (G, ) and a given vertex v € V(G), there exists a switching equivalent gain graph (G, ¢)
such that ¢(e) = 1 for all edges e which are incident to v.

It is known that a T-gain graph ® = (G; ¢) is balanced if and only if ® ~ (G; 1) [11, Lemma 1.1].

Since two switching equivalent graphs have the same spectrum, for balanced graph (specially for trees),
all known results about the energy of simple graphs are valid.

This paper, has two parts. In Section 2, we characterize all T-gain graph with one positive and one
negative eigenvalues. Some related results can be found in [7], [9, Theorem 1], [12, Theorem 4.2] and [9].

In Section 3, we find some lower bounds for the energy of a T-gain graph. Our results are extensions of
what obtained in [3] and [8, Theorem 5.2] for simple graphs. Also there are some related results in [14].

2. Graphs with one positive and negative eigenvalues

In the theory of simple graphs (without weight), it is well known that the only graphs with one negative
eigenvalue and one positive eigenvalue are the complete bipartite graphs together with possibly some
isolated vertices [4, p. 163]. This result fails for T-gain graphs. For instance, the graph ® = (C3, ), with
@(C3) = i, has 3 eigenvalues — V3,0, V3. In this section, we shall characterize all gain graphs with this
property.

In [12], it is proved that if ® = (G, ¢) is a bipartite graph, then it has one positive eigenvalue if and only
if it is a balanced complete bipartite. Along the lines of the same arguments, we generalize this result as
follows.

Theorem 2.1. Let @ = (G, @) be any triangle-free T-gain graph. Then © has exactly one positive eigenvalue if and
only if ® consists of a balanced complete bipartite graph and possibly some isolated vertices.
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Proof. We assume that @ is connected. First note that @ contains no induced (P, ). Since (P4, @) is a tree,
it has the same spectrum as P4 and so it has two positive eigenvalues. In this case, by interlacing theorem
® has at least two positive eigenvalue, a contradiction. It follows that the diameter of G is at most 2.

Let v1 be an arbitrary vertex of G, u, . .., u, be the neighbors of v;. Since G is triangle-free, it follows that
there is no edge between u;’s. Let vy, ..., v, be non-adjacent vertices to v; (If there are not such vertices, all
done). Every vertex vk (2 < k < g) must have a common neighbor with vy, say u;. We claim that vy should
be adjacent to all u; (2 < i < p), if there is any. Because the path vu;v11; can not be an induced subgraph of
G. Again, since G is triangle-free, there is no edge between v;’s. This means that ® = (K, 4, ¢).

If p = 1or g = 1, the graph is tree and so is balanced. Let p,q < 2. Note that the every cycle v;uv;u,v;
forsome1l <i,j < gand 1 <k, ¢ < pis an induced subgraph of ® and by the interlacing theorem it has
at most one positive eigenvalue. In view of Theorem 1.4, this happens only when such a cycle is neutral.
Since the gain of every even cycle can be written as a product of the gains of some Cj, it follows that ® is
balanced. O

Similarly, we have the following result.

Corollary 2.2. Let © = (G, @) be any triangle-free T-gain graph. Then ® has exactly one negative eigenvalue if and
only if ® consists of a balanced complete bipartite graph and possibly some isolated vertices.

Example 2.3. Let ® = (G, ) in which G is a complete 3-partite graph with parts V1, Vo and V3 and

i ifu eV, ve V3,
puv) =4 —i  ifueVs veV,,
1 otherwise.

If V1, V, and V5 contain n, m and k vertices, then the adjacency matrix of @ is the following block matrix

Onxn 1n><m 1n><k
A(D) =

1m><n Omxm Z.m><k
i =k Okxk

The A(®) has evidently rank 2 and thus @ has one positive and one negative eigenvalues.

The next theorem states that the above graphs are all T-gain graph with desired property. There is a different
proof of this theorem in [9, 13].

Theorem 2.4. Let ® = (G, @) be any connected T-gain graph which have C3. Then ® has exactly one positive
eigenvalue and one negative eigenvalues if and only if © is switching equivalent to a complete 3-partite graph with
weighted described in Example 2.3.

Proof. First of all, note that every C; subgraph of G should satisfy ¢(C3) = i or —i. Suppose that there is
a cycle uyviwiuy and assume that all edges incident to v; have weight 1 and ¢(u;w;) = i. Consider three
vertex sets W = N(v1) " N(u1), Uy = N(v1) \ N(u1) and U, = V' \ N(v1). If w, € W, each probable edge from
w; to wy or u; needs to have weight +i. Checking all possibilities, the only case for which the induced
subgraph by v, 11, wy, w, has one positive and one negative eigenvalues is the case that @(u;w,) = i and
w; and w, are not adjacent. Similar discussion shows that there is no edges between two vertices in W or
two vertices in U; and @(uw) =i for eachw € Wand u € U;.

As in the proof of Theorem 2.1, the diameter of G is at most 1. So each v € U, should be adjacent to
at least one of the vertices in U; U W. If there are one adjacent vertex and one non-adjacent vertex to v in
this set, the induced subgraph with these two vertices and v; and v doesn’t pass the property. This means
that every v € U, should be adjacent to all vertices in U; N W. By Theorem 2.1, U; U U, and U, U W form
balance complete bipartite graphs. Without loss of generality, assume that ¢(u;v) = 1. Since for u € U, the
cycle vyujvuv, is neutral, p(uv) = 1. Similar discussion on induced graph on v4, v, 11, w for some v € U, and
w € W shows that p(vw) =1. O



V. Adish, M. Khosravi / Filomat 39:3 (2025), 975-981 978
3. Lower bounds for the energy

In this section, we present some lower bounds for the energy of T-gain graphs based on the number of
their edges and their matching number.

The following theorem based on the results of Section 2. Its analogue for simple graphs can be found in
[8, Theorem 5.2].

Theorem 3.1. For a T-gain graph ® with m edges,
2+m < E(D).

The equality holds if and only if ® has a component switching equivalent to a complete bipartite graph K, , or a
complete 3-partite graph described in Example 2.3 and possibly some isolated vertices.

Proof. Let Ay, ..., Ay, be the eigenvalues of ®. We know that i) A; = trace(A) = 0 and Yi; A? = trace(A?) =

2m. From )
n n
[Z /\iJ =Y A2+ ) A
1 i=1

i= i i#]

it follows that }_,.. j Aidj = =2m. In addition,

n

n 2 n
S-S g
i=1 i=1

i#] i=1

E(D)? = = 4m.

Y i

i#]

The equality holds if and only if all A;A; for i # j have the same sign. Thus ® has exactly one positive and
one negative eigenvalues. Now the result follows from Theorems 2.4 and 2.1. [J

In the next lemmas, we state how edge-delation decreases the energy of a graph.
Lemma 3.2. [12, Lemma 4.2] Let ® = (G, ) be a T-gain graph and F be a cut set of . Then E(P — F) < E(D).

The next lemma is ststed in [5, Theorem 3.6] for simple graphs. We demonstrate that it is also true for
T-gain graphs.

Lemma 3.3. Let L and M be two complementary induced subgraphs of a graph G and F be the cut set in between
them. If F is not empty and all edges in F are incident to one and only one vertex in M, then E(G — F) < E(G).

Proof. Consider that G is connected. Let A; > A, > ... > A, > 0 be the positive eigenvalues of G. since
Z}Ll)\j = (, it follows that E(G) = 2(A1 + ... + A,) Let 1, uo, ..., be the eigenvalues of G — v by interlacing

MzmzAh2up2. 2420, and 02> A 2 .

So the positive eigenvalues of G — v are yy, ..., ti where s = r or r — 1. Also, from the Perron-Frobenius
Theorem [6, p.31] A1 > 1 . Therefore,

E(G) = 2(A1 + ... + Ay) > 2(u + ... + is) = E(G — v).
O

Lemma 3.4. [2, Theorem 1] Let A be a Hermitian matrix with the block form
B D
a2 7]
Then, E(A) > 2E(D).

Lemma 3.5. Let © = (G, @) be a T-gain graph and F be a cut of . Then, E(F) < E(P).
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B

Proof. By reordering of vertices, the adjacency matrix of ® can be written as A(®) = [D* Ig], where

A(F) = [[()) g] is the adjacency matrix of F. Note that the eigenvalues of A(F) are the singular values of D

and their negatives, so E(F) = 2E(D). Then, Lemma 3.4 implies E(®) > 2E(D) and the result stands. [
Now, as a consequence of Lemma 3.5, we state the following result.
Proposition 3.6. Adding any number of edges to each part of a bipartite T-gain graph, does not decrease its energy.

Theorem 3.7. Let ® = (G, @) be a T-gain graph whose cycles are vertex-disjoint and have odd lengths. If T is an
spanning tree of G, then E(®) > E(T).

Proof. The tree T can be considered as a bipartite graph and all other edges of G (which are not in T) have
two vertices in one of the parts. So by Proposition 3.6, we are done. [

Lemma 3.8. [10, Corollary 3.1] Let @ = (G, @) be any T-gain graph and Po(x) = x"+a1x"...+ay, be the characteristics
polynomial of ®. Suppose that H;(G) is the set of elementary subgraphs of G with i vertices and p(H) and c(H) are
the number of components and cycles of H, respectively. In this case

;i = Ypegio) (P2 T ecom R(C)

where C(H) is the collection of cycles in H.

In proof of the Coulson integral formula [8, P. 23], we can see that the graph weights have no effect on
the formula and we have

+00 2 2
E(q)) = % ]:OO %h’l [[Z(—l)kazkxsz + [Z(_l)ka2k+1x2k+1]

k=0 k>0

dx )

Lemma 3.9. Let @ = (G, @) be a T-gain graph whose cycles are vertex disjoint and the length of every cycle is 2
(mod 4). If the tree T is obtained by removing one edge from each cycle of G, then E(®) > E(T).

Proof. Suppose that Cy,,,...,Cy, are all cycles of G with r; =2[;+ 1,1 <i < s. Since G and T does not have
odd cycles, each elementary subgraph of them has even vertices. So from (1), we have

. 2
E(®) = %f xl—zln[Z(—l)kazkxzk] dy

o k>0
1 +00 1 2
_ § _ 1Yk, A2k
B = 27 ]:oo x? ln[k>0( Vi ] "

Note that for each elementary subgraph H with 2k vertices, the number of connected components is k
modulo 2. Because every cycle Cy,, decreases the number of K in p(H) by r; wich is an odd number and
add 1 component to p(H). Thus by, = (=1)fay > 0 and b, = (—1)ka’2k > 0.
On the other hand, if m;(G) and m(T) are the number of k-matchings in G and T, we have
box = mp(G) = my(T) = b;k

Therefore, it follows that E(®) > E(T). O

The following lemma discusses about the underlaying graph and so are also valid in T-gain graphs.
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Lemma 3.10. [3, lemma 3] Let G be any connected graph on n vertices and u(G) = k. Then G has a maximum
matching M and an edge uv € M with u(G — {u,v}) = k — 1 in such a way that:

o if G has perfect matching, then G — {u, v} is connected;

o if G does not have perfect matching, then G — {u, v} has a connected component with at least 2k — 1 vertices and
possibly some isolated points.

In the next result, we establish a connection between the energy and the matching number of a gain
graph. In [12], it was established that 2u(®) is a lower bound for energy of a T-gain graph and the authors
characterized the class of T-gain graphs for which the equality holds. In what follows, we get a simpler
proof for the equality condition of E(®) > 2u(®). Our method is similar to the one presented in [3].

Theorem 3.11. Let @ = (G, @) be any T-gain graph. Then E(®) > 2u(P) and E(P) = 2u(P) if and only if D is a
union of some balanced complete bipartite graphs with parts of equal sizes that is switching equivalent to (K.,, 1) and
possibly some isolated vertices.

Proof. We proceed by induction on u(®). With no loss of generality, we assume that G is connected. Let M
be a maximum matching of G, e; = uv € M, H; and H; be the induced subgraphs on {u, v} and V(G) \ {1, v},
respectively. Then p(H;) = 1 and u(H,) = k— 1. If E is the cut between {u,v} and V(G) \ {u, v}, then G - E
consists of two graph Hy and H,. By Lemma 3.2 and the induction hypothesis,

E(®) > E(®—-E)=E((Hy,9) + E(H2,9)) =22+ 2(k—1) = 2u(D).

For the equality case, if G is a balanced complete bipartite graphs with parts of equal sizes, then ® ~ (K, ,;, 1)
and E(®) = 2n = 2u(®). For the converse, if E(P) = 2u(P) = 2k and the maximum matching of G misses
a vertex v, then by Lemma 3.3, E(®) > E(® — v) > 2k. So G has 2k vertices. Let uq01, ..., uxv; be a perfect
matching of G. By induction on k, we show that @ ~ (Ki,1). This is obvious for k = 1 as ® ~ (Ky,4,1)
and E(G) = 2. For k = 2, there are (up to switching equivalency) only 5 possible graphs, on 4 vertices with
perfect matching as shown in Figure 1.

If @ is as Figure 1 (i), then E(P) = 4.4721 > 4 and for (ii) — (v), by Theorem 3.1, the only desired case is
D ~ (Kyp, 1).

Let k > 3. As G is connected by Lemma 3.10, we may assume that the induced subgraph H on
Uy, Vy, ..., U, Uk is connected and E((H, ¢)) = 2u(H) = 2(k — 1). So by induction, H ~ (Kj-14-1,1). Thus let
¢(uivj) = 1forall 2 <i,j <k Since G is connected, u; or v; is adjacent with some u; or v;. Without losing
the generality, we can assume that u; is adjacent to v, and passing through a switching function n with
appropriate value of u; and vy, let p(u1v2) = @(u1v1) = 1. Since G — {uy, vy} is connected, from induction
hypothesis, it is balanced complete bipartite. For each 2 < i < k, the gain of any cycle uiv,u;v;11 is 1. So
¢(u1v;) = 1. Similarly, considering any cycle uviuv;juy for 2 < j <k, it follows that ¢(u;01) = 1. Again, by
induction hypothesis G — {uy, v} is balanced complete bipartite. Thus ¢(u1vx) = @(v1ur) = 1 and the result
follows.

1 1 1 1 1
— 1 v
1 1 a RN 1| 1 f it B
’ 1 1 ’ o (04 (04
@) (ii) (iii) @iv) )

Figure 1: connected graphs with 4 vertices and matching number 2
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Theorem 3.12. Let ® = (G, @) be any connected T-gain graph with no perfect matching and u(®) = k. Then
E(D) > 2k + 1 except for G ~ (K41, 1).

Proof. We show that if G is connected with no perfect matching and E(®) < 2u(®) + 1 = 2k + 1, then
G ~ (Kkk+1,1). We prove this by induction on k. All connected graphs G with n < 4 vertices and with
no perfect matching satisfy E(®) > 2u(®) + 1 (u(P) = 1) except for G ~ Kjo. Let n > 5. If u(®) = 1, then
G ~ (Kqn-1,1) for which E(®) = 2Vn -1 > 3. So assume that pu(®) > 2. Let u1vy, ..., uxvx be a maximum
matching of G. By Lemma 3.10, we have that G —{u;,v;} = HUsKj, where H is connected with at least 2k — 1
vertices, u(H) =k —1,and s > 0. We have

2k+1>E(D) > 2+ E(® — {uy,v1}) = 2+ E(H).

This means that E(H) < 2k — 1 and from the induction hypothesis it follows that H ~ (Kx-1%,1). On the
other hand, the possible isolated vertices of G — {u1,v1} must be connected to #; or v; in G. Since G is
connected, 1 or v; is adjacent with some u; or v;. Arguing as in the proof of Theorem 3.11, we can deduce
that G ~ Kk,k+1- [}
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