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Abstract. Let f : [0, 1] −→ [0,+∞) be a log-convex function, 0 ≤ µ ≤
1
2
≤ τ ≤ 1 and m be a positive integer.

Then by using the Jensen’s inequality we prove that

µm

τ

(
f m(0)∇τ f m(1) − f m(τ)

)
+ rm

(
f (0)

m
2 − f

m
2 (τ)

)2
≤ ( f (0)∇µ f (1))m

− f m(µ)

and

(1 − τ)m

1 − µ

(
f m(0)∇µ f m(1) − f m(µ)

)
+ r′m

(
f (1)

m
2 − f

m
2 (µ)

)2
≤ ( f (0)∇τ f (1))m

− f m(τ).

Here, ∇µ denotes the weighted arithmetic mean, and rm, r′m are two positive constants. Moreover, by
choosing suitable log-convex functions, we derive new refinements of several classical inequalities that
relate the difference between the arithmetic-power, arithmetic-harmonic, and arithmetic-geometric means
for both scalars and matrices and matrices, as well as matrix norms and determinants.

1. Introduction

LetMn be the algebra of all complex matrices of order n × n. The positive semidefinite matrix A ∈Mn
written as A ≥ 0, is a Hermitian matrix with ⟨Ax, x⟩ ≥ 0 for all x ∈ Cn. If A ∈Mn is a Hermitian matrix with
⟨Ax, x⟩ > 0 for all nonzero x ∈ Cn, then A is called a positive definite matrix, written as A > 0. The set of all
positive matrices is denoted byM+n and the set of all positive semidefinite matrices inM+n is denoted byM++n .
The singular values of a matrix A ∈Mn are the eigenvalues of the positive semidefinite matrix |A| = (A∗A)1/2,
denoted by si(A) for i = 1, 2, 3, . . . ,n. A norm ||| · ||| onMn is called unitarily invariant if |||UAV||| = |||A||| for

all A ∈ Mn and all unitary matrices U,V ∈ Mn. The trace norm is given by ||A||1 = tr|A| =
n∑

k=1

sk(A), where
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tr is the usual trace. This norm is unitarily invariant. Another important example of unitarily invariant
norms is the Hilbert-Schmidt norm || · ||2 defined by

||A||2 = tr(AA∗) =
(∑

i, j

|ai, j|
2
) 1

2
, (A = (ai, j)).

For A,B ∈ M++n , µ ∈ [0, 1] and p ∈ (−1, 1), the operators arithmetic, geometric, harmonic and power
means are defined respectively, by

A∇µB := (1 − µ)A + µB, A♯µB := A1/2
(
A−1/2BA−1/2

)µ
A1/2, A!µB = (A−1

∇µB−1)−1

and

A♯p,µB = A1/2
(
(1 − µ)I + µ(A−1/2BA−1/2)p

) 1
p A1/2, p ∈ R\{0}.

The limit as p −→ 0 implies

A♯0,µB = A♯µB := A1/2
(
A−1/2BA−1/2

)µ
A1/2.

Further, the values p = 1,−1 give the arithmetic and harmonic means.
An important inequalities between the powers, geometric, and arithmetic means for operators is stated

as follows, for p ∈ [−1, 0] we have

A♯p,µB ≤ A♯µB ≤ A∇µB. (1)

The theory of convex and log-convex functions has been crucial in numerous fields, such as mathematical
inequalities, optimization theory, functional analysis, applied mathematics, and mathematical physics.
These functions play a central role in deriving important results and solving problems in these areas.
Convexity helps establish key properties like monotonicity and optimality. Log-convex functions, in
particular, are useful in refining inequalities and characterizing behavior in various applications. Their
study has led to significant advancements in both theoretical and applied mathematics.

Recall that a function f : I→ R is said to be convex on the interval I ⊂ R if

f ((1 − µ)a + µb) ≤ (1 − µ) f (a) + µ f (b), (2)

for all a, b ∈ I and µ ∈ [0, 1]. If the inequality (2) is reversed, then f is said to be concave. If log f is convex,
then f is called log-convex. Therefore, a log-convex function is a positive function satisfying

f ((1 − µ)a + µb) ≤ f (a)1−µ f (b)µ, (3)

for the same parameters as in (2). Specifically, if f is a log-convex function, it is also convex, As established
by the well-known Young’s inequality, stated in the second inequality of (4).

Using the same notation for positive numbers a and b, the harmonic-geometric-arithmetic mean in-
equalities state

a!µb ≤ a♯µb ≤ a∇µb, (4)

for a, b > 0 and µ ∈ [0, 1],with equality if and only if a = b.Here the latter one of (4) is the classical Young’s
inequality.

F. Kittaneh and Y. Manasrah [19] derived the following noteworthy refinement of Young’s inequality.

a♯µb + r0(
√

a −
√

b)2
≤ a∇µb, (5)

where r0 = min{µ, 1 − µ}.
In [4], H. Alzer et al. presented the following Young-type inequalities, which play a significant role in

various mathematical contexts, particularly mathematics inequalities.
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Theorem 1.1 (Alzer-Fonseca-Kovačec). Let a, b > 0 and let λ, µ and τ be real numbers with λ ≥ 1 and 0 ≤ µ <
τ ≤ 1. Then(µ

τ

)λ
≤

(a∇µb)λ − (a♯µb)λ

(a∇τb)λ − (a♯τb)λ
≤

(1 − µ
1 − τ

)λ
.

The Alzer-Fonseca-Kovačec inequalities have, in fact, become one of the most significant extensions of
Young’s inequalities Another significant refinement of the power form for the case of two weighted Young’s
inequalities was presented in [14].

J. Liao and J. Wu [26] replicated the Alzer-Fonseca-Kovačec inequalities for the difference between
arithmetic and harmonic means as follows

Theorem 1.2 ([26]). Let a, b > 0 and let λ, µ and τ be real numbers with λ ≥ 1 and 0 ≤ µ < τ ≤ 1. Then(µ
τ

)λ
≤

(a∇µb)λ − (a!µb)λ

(a∇τb)λ − (a!τb)λ
≤

(1 − µ
1 − τ

)λ
.

At the same time, M. Khosravi [17] derived the following inequalities that relate the difference between the
arithmetic and the power means.

Theorem 1.3. Let a, b > 0, p ∈ (−1, 1) and let µ, τ be real numbers with 0 ≤ µ < τ ≤ 1. Then

µ

τ
≤

(a∇µb) − (a♯µ,pb)

(a∇τb) − (a♯τ,pb)
≤

1 − µ
1 − τ

.

Interestingly, Theorems 1.1, 1.2 and 1.3 happened to be special cases of a more general result obtained by
M. Sababheh via convexity:

Theorem 1.4 ([21]). Let f : [0, 1] −→ [0,+∞) be convex and let λ, µ and τ be real numbers with λ ≥ 1 and
0 ≤ µ < τ ≤ 1. Then(µ

τ

)λ
≤

((1 − µ) f (0) + µ f (1))λ − f λ(µ)
((1 − τ) f (0) + τ f (1))λ − f λ(τ)

≤

(1 − µ
1 − τ

)λ
.

For additional reading on the generalized refinement of Young’s inequality, the reader is encouraged to
consult recent papers [1, 3, 10–13, 15, 16, 19, 22, 23, 25].

The structure of this paper is as follows: In Section 2, We present Theorem 2.4, which establishes the
primary inequalities for log-convex functions. In Section 3, As an application of these results, we de-
rive a significant new refinement of inequalities involving the differences among the arithmetic-geometric,
arithmetic-harmonic, and arithmetic-power means, as discussed in the introduction. In Section 4, we ex-
plores some applications of the main results from Section 2 to derive analogous inequalities for matrices. In
Section 5, by employing specific log-convex functions, we refine certain inequalities between the arithmetic-
power, arithmetic-harmonic, and arithmetic-geometric means for particular norms. In the final section, we
expand the applications of Section 2 to derive analogous inequalities for determinants.

2. Log-convexity results

In this section, our goal is to explore new inequalities related to log-convex functions. Before presenting
and proving our results, we first introduce the following theorem on Jensen’s inequality.

Theorem 2.1. Let f : I −→ R be convex, {x1, . . . , xn} ⊂ I and {µ1, . . . , µn} ⊂ [0, 1] be such that
n∑

k=1

µk = 1. Then,

f
( n∑

k=1

µkxk

)
≤

n∑
k=1

µk f (xk). (6)
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We also require the following two lemmas.

Lemma 2.2 ([12]). Let m be a positive integer and let µ be a positive number, such that 0 ≤ µ ≤ 1. Then

m∑
k=1

(
m
k

)
kµk(1 − µ)m−k = mµ, (7)

where
(
m
k

)
is the binomial coefficient.

Lemma 2.3 ([14]). Let µ and τ be a two positive numbers such that 0 ≤ µ ≤
1
2
≤ τ ≤ 1, and m be a positive integer.

Then

(1 − µ)m
− (1 − τ)

µm

τ
≥ 0 and τm

− (1 − τ)m µ

1 − µ
≥ 0.

Throughout the rest of this paper, we denote

min
{
µm

τ
, (1 − µ)m

− (1 − τ)
µm

τ

}
and

min
{

(1 − τ)m

1 − µ
, τm
− (1 − τ)m µ

1 − µ

}
,

respectively, by rm and r′m.

We are now prepared to prove our main results on log-convex functions. Additionally, the significance
of these results is highlighted in Remark 2.5 below.

Theorem 2.4. Let f : [0, 1] −→ [0,+∞) be log-convex and 0 ≤ µ ≤
1
2
≤ τ ≤ 1. Then for all positive integers m,

µm

τ

(
f m(0)∇τ f m(1) − f m(τ)

)
+ rm

(
f (0)

m
2 − f

m
2 (τ)

)2
≤ ( f (0)∇µ f (1))m

− f m(µ)

and

(1 − τ)m

1 − µ

(
f m(0)∇µ f m(1) − f m(µ)

)
+ r′m

(
f (1)

m
2 − f

m
2 (µ)

)2
≤ ( f (0)∇τ f (1))m

− f m(τ).

Proof. 1. Suppose that 0 ≤ µ ≤
1
2
≤ τ ≤ 1.We claim that

f m(µ) +
µm

τ

(
f m(1)∇τ f m(0) − f m(τ)

)
+ rm

(
f

m
2 (0) − f

m
2 (τ)

)2
≤ ( f (0)∇µ f (1))m.

We have the following identities

( f (0)∇µ f (1))m
−
µm

τ

(
f m(0)∇τ f m(1) − f m(τ)

)
− rm

(
f

m
2 (0) − f

m
2 (τ)

)2

=

m∑
k=0

(
m
k

)
µk(1 − µ)m−k f k(1) f m−k(0) −

µm

τ

(
(1 − τ) f m(0) + τ f m(1) − f m(τ)

)
−rm

(
f m(τ) + f m(0) − 2 f

m
2 (τ) f

m
2 (0)

)
=

m∑
k=0

(
m
k

)
µk(1 − µ)m−k f k(1) f m−k(0) − µm f m(1) − µm 1 − τ

τ
f m(0) +

µm

τ
f m(τ)
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−rm

(
f m(τ) + f m(0) − 2 f

m
2 (τ) f

m
2 (0)

)
=

m−1∑
k=1

(
m
k

)
µk(1 − µ)m−k f k(1) f m−k(0) +

(
(1 − µ)m

− µm 1 − τ
τ
− rm

)
f m(0)

+
(µm

τ
− rm

)
f m(τ) + 2rm f

m
2 (τ) f

m
2 (0)

≥

m−1∑
k=1

(
m
k

)
µk(1 − µ)m−k f m(

k
m

) +
(
(1 − µ)m

− µm 1 − τ
τ
− rm

)
f m(0)

+
(µm

τ
− rm

)
f m(τ) + 2rm f m

(
τ
2

)
(by Lemma 2.3)

=

m+1∑
k=0

µk f m(xk),

where

xk =



0 if k = 0,

k
m if 1 ≤ k ≤ m − 1,

τ if k = m,

τ
2 if k = m + 1,

and

µk =



(1 − µ)m
− µm 1−τ

τ − rm if k = 0,

(m
k
)
µk(1 − µ)m−k if 1 ≤ k ≤ m − 1.

µm

τ − rm if k = m,

2rm if k = m + 1.

By using Lemma 2.3, we have
(a) xk ≥ 0 for all k ∈ {0, 1, . . . ,m,m + 1},

(b) µk ≥ 0 for all k ∈ {0, 1, . . . ,m,m + 1}. Further
m+1∑
k=0

µk = 1.

Since, the function f m is convex. Theorem 2.1 implies

( f (0)∇µ f (1))m
−
µm

τ

(
f m(0)∇τ f m(1) − f m(τ)

)
− rm

(
f

m
2 (0) − f

m
2 (τ)

)2

≥

m+1∑
k=0

µk f m(xk) ≥ f m
( m+1∑

k=0

µkxk

)
= f m(µ).

2nd case: For the second inequality, first notice that if the function f (x) is log-convex on [0, 1], then

f (1 − x) is log-convex on [0, 1]. If 0 ≤ µ ≤
1
2
≤ τ ≤ 1, then we have 0 ≤ 1 − τ ≤

1
2
≤ 1 − µ ≤ 1. So by

changing f (x), µ and τ into f (1 − x), 1 − τ and 1 − µ, respectively in the first inequality. We obtain the
desired results.
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Remark 2.5. Before delving into further results, we briefly discuss the relationship between Theorem 2.4 and Theorem
1.4.
Notice that the first inequality in Theorem 1.4 can be written as(µ

τ

)m [(
f (0)∇τ f (1)

)m
− f m(τ)

]
≤

(
f (0)∇µ f (1)

)m
− f m(µ); 0 ≤ µ < τ ≤ 1, (8)

while the second inequality in the same theorem can be stated as[(
f (0)∇µ f (1)

)m
− f m(µ)

]
≤

(
1 − µ
1 − τ

)m (
f (0)∇τ f (1)

)m
− f m(τ); 0 ≤ µ < τ ≤ 1 (9)

where m = 1, 2, · · · .
As a result, the first inequality in Theorem 2.4 provides a new refinement of (8), while the second inequality introduces
a refining term for (9). Together, the three parts of Theorem 2.4 offer a significant refinement of Theorem 1.4.

It is important to note that these refinements have been established for integer powers m and for log-convex
functions. Additionally, the assumption that f is log-convex played a crucial role in the proof.

Since Theorem 1.4 generalized the results from [4, 17, 26], our findings in this section offer improved estimates
compared to those in these references, highlighting the significance of our results. In the following sections, we provide
explicit examples of refined inequalities for both scalars and operators.

3. Applications to scalar inequalities

In this section, by choosing suitable log-convex functions, we derive new refinements of classical
inequalities involving the differences between the arithmetic-power, arithmetic-harmonic, and arithmetic-
geometric means for scalars.

Let a, b > 0, λ ∈ [0, 1] and p ∈ R \ {0}. It is widely known that the function

p 7→ a♯p,λb = ((1 − λ)ap + λbp)
1
p

is increasing on R \ {0}. In particular, we have

a♯p,λb ≤ a∇λb,

for every p ∈ (−∞, 0). Furthermore, it is known that a♯λb = lim
p→0
p,0

a♯p,λb.

On the other hand, we can easily show that for every p ∈ (−∞, 0), the function λ 7→ a♯p,λb is log-convex
on [0, 1]. So, by applying Theorem 2.4 we obtain the following new lower bound for the difference between
the arithmetic and power means.

Corollary 3.1. Let a, b > 0, p ∈ (−∞, 0) and 0 ≤ µ ≤
1
2
≤ τ ≤ 1. Then for all positive integers m, we have

µm

τ

(
(am
∇τbm) − (a♯p,τb)m

)
+ rm

(
b

m
2 − (a♯p,τb)

m
2

)2

≤

(
a∇µb

)m
−

(
a♯p,µb

)m
, (10)

and
(1 − τ)m

1 − µ

(
(am
∇µbm) − (a♯p,µb)m

)
+ r′m

(
a

m
2 − (a♯p,µb)

m
2

)2

≤

(
a∇τb

)m
−

(
a♯p,τb

)m
. (11)

If we take p = −1 in Corollary 3.1, we obtain the following corollary, that proves a generalized refinement
of the difference between arithmetic and harmonic mean inequality.



A. Gourty et al. / Filomat 39:4 (2025), 1341–1353 1347

Corollary 3.2. Let a, b > 0 and 0 ≤ µ ≤
1
2
≤ τ ≤ 1. Then for all positive integers m,

µm

τ

(
(am
∇τbm) − (a!τb)m

)
+ rm

(
b

m
2 − (a!τb)

m
2

)2

≤

(
a∇µb

)m
−

(
a!µb

)m
, (12)

and

(1 − τ)m

1 − µ

(
(am
∇µbm) − (a!µb)m

)
+ r′m

(
a

m
2 − (a!µb)

m
2

)2

≤

(
a∇τb

)m
−

(
a!τb

)m
. (13)

If we take the limit as p −→ 0 in Corollary 3.1, we obtain the following corollary, that presents a new
generalized refinement of the difference between arithmetic and geometric mean inequality presented in
[14].

Corollary 3.3. Let a, b > 0 and 0 ≤ µ ≤
1
2
≤ τ ≤ 1. Then for all positive integers m,

µm

τ

(
(am
∇τbm) − (a♯τb)m

)
+ rm

(
b

m
2 − (a♯τb)

m
2

)2

≤

(
a∇µb

)m
−

(
a♯µb

)m
, (14)

and

(1 − τ)m

1 − µ

(
(am
∇µbm) − (a♯µb)m

)
+ r′m

(
a

m
2 − (a♯µb)

m
2

)2

≤

(
a∇τb

)m
−

(
a♯τb

)m
. (15)

Remark 3.4. If we set τ =
1
2

in (14) and µ =
1
2

in (15) respectively, then we recapture Theorem 3 from [1].

4. Applications to some matrix inequalities

Our aim in this section is to discuss some matrix inequalities that correspond to scalar inequalities
derived in the previous section.

In order to obtain matrix inequalities from the corresponding scalar inequalities, we will use the mono-
tonicity property of operator functions described in the following lemma.

Lemma 4.1 ([24], p. 3). Let A ∈ Mn be Hermitian. If f and 1 are both continuous functions with f (t) ≥ 1(t) for
t ∈ Sp(A) (where the sign Sp(A) denotes the spectrum of matrix A), then f (A) ≥ 1(A).

An analogue of Corollary 3.1 for matrices is the following theorem, which establishes a refinement of the
difference between the arithmetic and power mean inequalities for matrices.

Theorem 4.2. Let A,B ∈M++n , p ∈ (−∞, 0) and 0 ≤ µ ≤
1
2
≤ τ ≤ 1. Then for all positive integers m,

µm

τ

(
A∇τ(A♯mB) − A♯m(A♯p,τB)

)
+ rm

(
A + A♯m(A♯p,τB) − 2A♯ m

2
(A♯p,τB)

)
≤ A♯m(A∇µB) − A♯m(A♯p,µB), (16)
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(1 − τ)m

1 − µ

(
A∇µ(A♯mB) − A♯m(A♯p,µB)

)
+ r′m

(
A♯mB + A♯m(A♯p,µB) − 2(A♯ m

2
B)A−1A♯ m

2
(A♯p,µB)

)
≤ A♯m(A∇τB) − A♯m(A♯p,τB). (17)

Proof. Let b = 1 in inequality (10). Then

µm

τ

(
(τam + (1 − τ)) − (τap + (1 − τ))

m
p
)

+ rm

(
1 + (τap + (1 − τ))

m
p − 2(τap + (1 − τ))

m
2p
)

≤ (µa + (1 − µ))m
− (µap + (1 − µ))

m
p . (18)

Since the matrix C = A
−1
2 BA

−1
2 has a positive spectrum, Lemma 4.1 and (18) imply

µm

τ

(
(τCm + (1 − τ)I) − (τCp + (1 − τ)I)

m
p
)

+ rm

(
I + (τCp + (1 − τ)I)

m
p − 2(τCp + (1 − τ)I)

m
2p
)

≤ (µC + (1 − µ)I)m
− (µCp + (1 − µ)I)

m
p . (19)

Finally, multiplying inequality (19) by A
1
2 on the left and right hand sides, we get

µm

τ

(
A∇τ(A♯mB) − A♯m(A♯p,τB)

)
+ rm

(
A + A♯m(A♯p,τB) − 2A♯ m

2
(A♯p,τB)

)
≤ A♯m(A∇µB) − A♯m(A♯p,µB).

Using the same technique in (11), we get (17). This completes the proof.

To deduce our first corollary of the above theorem we need the following simple lemma from [27].

Lemma 4.3 ([27]). Let A,B ∈M++n and µ, τ ∈ [0, 1] are be real numbers. Then

A♯τ(A♯µB) = A♯τµB.

If we take the limit as p −→ 0 in Theorem 4.2, we obtain the following corollary, that proves a refinement of
the difference between arithmetic and geometric mean inequality for matrices.

Corollary 4.4. Let A,B ∈M++n and 0 ≤ µ ≤
1
2
≤ τ ≤ 1. Then for all positive integers m,

µm

τ

(
A∇τ(A♯mB) − A♯mτB

)
+ rm

(
A + A♯mτB − 2A♯ mτ

2
B
)

≤ A♯m(A∇µB) − A♯mµB, (20)

and

(1 − τ)m

1 − µ

(
A∇µ(A♯mB) − A♯mµB

)
+ r′m

(
A♯mB + A♯mµB − 2A♯ m

2 +
mµ
2

B
)

≤ A♯m(A∇τB) − A♯mτB. (21)

Take p = −1 in Theorem 4.2, we obtain the following corollary, that prove a refinement of the difference
between arithmetic and harmonic mean inequality for matrices.
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Corollary 4.5. Let A,B ∈M++n and 0 ≤ µ ≤
1
2
≤ τ ≤ 1. Then for all positive integer m, we have

µm

τ

(
A∇τ(A♯mB) − A♯m(A!τB)

)
+ rm

(
A + A♯m(A!τB) − 2A♯ m

2
(A!τB)

)
≤ A♯m(A∇µB) − A♯m(A!µB), (22)

(1 − τ)m

1 − µ

(
A∇τ(A♯mB) − A♯m(A!µB)

)
+ r′m

(
A♯mB + A♯m(A!µB) − 2(A♯ m

2
B)A−1A♯ m

2
(A!µB)

)
≤ A♯m(A∇τB) − A♯m(A!τB). (23)

5. Applications to some norm inequalities

In this section, by selecting some appropriate log-convex functions, we obtain new refinements of some
inequalities between arithmetic-power, arithmetic-harmonic and arithmetic-geometric means for certain
norms.

The matrix version of classical Young inequality a♯tb ≤ a∇tb states that [7],

∥|A1−tXBt
∥| ≤ (1 − t)∥|AX∥| + t∥|XB∥|, 0 ≤ t ≤ 1. (24)

It is known that when A,B ∈ M+n and X ∈ Mn, the function f (µ) = |||A1−µXBµ||| is log-convex on [0, 1],
(see [20]) for any unitarily invariant norm |||.||| onMn. Then by using the Theorem 2.4 we have the following
corollary which presents a new generalized refinement of Young’s ineuality (24).

Corollary 5.1. Let A,B ∈M+n and X ∈Mn, 0 ≤ µ ≤
1
2
≤ τ ≤ 1 and m, be a positive integer. Then

µm

τ

(
|||AX|||m∇τ|||XB|||m − |||A1−τXBτ|||m

)
+ rm

(
|||XB|||

m
2 − |||A1−τXBτ|||

m
2

)2

≤

(
|||AX|||∇µ|||XB|||

)m
− |||A1−µXBµ|||m,

and

(1 − τ)m

1 − µ

(
|||AX|||m∇µ|||XB|||m − |||A1−µXBµ|||m

)
+ r

′

m

(
|||AX|||

m
2 − |||A1−µXBµ|||

m
2

)2

≤

(
|||AX|||∇τ|||XB|||

)m
− |||A1−τXBτ|||m.

It is known that when A,B ∈M+n and X ∈Mn, the function

f (µ) = |||A1−µXBµ|||.|||AµXB1−µ
|||

is log-convex on [0, 1], (see [20]) for any unitarily invariant norm |||.||| onMn. Then by using Theorem 2.4
we have the following corollary.
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Corollary 5.2. Let A,B ∈M+n and X ∈Mn, 0 ≤ µ ≤
1
2
≤ τ ≤ 1 and m, be a positive integer. Then

µm

τ

(
(|||AX|||.|||XB|||)m

− (|||A1−τXBτ|||.|||AτXB1−τ
||)m

)
+rm

(
(|||AX|||.|||XB|||)

m
2 − (|||A1−τXBτ|||.|||AτXB1−τ

||)
m
2

)2

≤

(
|||AX|||.|||XB|||

)m
− (|||A1−µXBµ|||.|||AµXB1−µ

||)m,

and
(1 − τ)m

1 − µ

(
(|||AX|||.|||XB|||)m

− (|||A1−µXBµ|||.|||AµXB1−µ
||)m

)
+r′m

(
(|||AX|||.|||XB|||)

m
2 − (|||A1−µXBµ|||.|||AµXB1−µ

||)
m
2

)2

≤

(
|||AX|||.|||XB|||

)m
− (|||A1−τXBτ|||.|||AτXB1−τ

||)m.

The next lemma provides a technical result which we will need in the next result.

Lemma 5.3 ([21]). Let A,B ∈M++n and X ∈Mn, and let f (µ) = ||AµXB1−µ + A1−µXBµ||2. Then f is log-convex on
[0, 1].

Using this lemma, together with Theorem 2.4, we have the following corollary.

Corollary 5.4. Let A,B ∈M++n and X ∈Mn, 0 ≤ µ ≤
1
2
≤ τ ≤ 1 and m, be a positive integer. Then

µm

τ

(
||AX + XB||m2 − ||AτXB1−τ + A1−τXBτ||m2

)
+ rm

(
||AX + XB||

m
2

2 − ||A
τXB1−τ + A1−τXBτ||

m
2

2

)2

≤ ||AX + XB||m2 − ||A
µXB1−µ + A1−µXBµ||m2 ,

and
(1 − τ)m

1 − µ

(
||AX + XB||m2 − ||AµXB1−µ + A1−µXBµ||m2

)
+ r′m

(
||AX + XB||

m
2

2 − ||A
µXB1−µ + A1−µXBµ||

m
2

2

)2

≤ ||AX + XB||m2 − ||A
τXB1−τ + A1−τXBτ||m2 .

It is known that when A,B ∈M+n the function f (µ) = tr(A1−µBµ) is log-convex on [0, 1], (see [20]). Then
by using Theorem 2.4 we obtain the following corollary.

Corollary 5.5. Let A,B ∈M++n , 0 ≤ µ ≤
1
2
≤ τ ≤ 1 and m be a positive integer. Then

µm

τ

(
trm(A)∇τtrm(B) − tr(A1−τBτ)m

)
+ rm

(
tr(B)

m
2 − tr(A1−τBτ)

m
2

)2

≤ tr(A∇µB)m
− tr(A1−µBµ)m,

and
(1 − τ)m

1 − µ

(
trm(A)∇µtrm(B) − tr(A1−µBµ)m

)
+ r′m

(
tr(A)

m
2 − tr(A1−µBµ)

m
2

)2

≤ tr(A∇τB)m
− tr(A1−τBτ)m.
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6. Application to determinant inequalities

In this section, we examine the matrix version of inequalities involving the arithmetic, power, harmonic,
and geometric means for determinants, which correspond to the scalar inequalities derived in Section 2. Let
A and B be two positive definite matrices. The matrix version of the classical Young inequality a♯tb ≤ a∇tb
for determinant states that [7],

det
(
A1−tBt

)
≤ det ((1 − t)A + tB) , 0 ≤ t ≤ 1. (25)

Several other forms of Young’s inequalities for the determinant, based on weaker scalar inequalities, can
also be found in a paper of J. Liao [26].

Before giving our result, we need the following two lemmas.

Lemma 6.1 ([6], p. 26). (Minkowski inequality) Let a = [a j], b = [b j], j = 1, . . . ,n such that a j, b j are positive real
numbers. Then( n∏

j=1

a j

) 1
n
+

( n∏
j=1

b j

) 1
n
≤

( n∏
j=1

(a j + b j)
) 1

n
.

Equality holds if and only if a = b.

Lemma 6.2. Let a and b be positive real numbers with a > b. If λ ≥ 1, then

aλ − bλ ≥ (a − b)λ.

Proof. For λ ≥ 1 the function f (t) = tλ is super-additive, in the sense that f (a + b) ≥ f (a) + f (b). Since, a > b,
we have

aλ = (a − b + b)λ ≥ (a − b)λ + bλ.

It follows that aλ − bλ ≥ (a − b)λ.

The first key result of this section is stated as follows.

Theorem 6.3. Let A,B ∈M++n , p ∈ (−∞, 0), T = A
−1
2 BA

−1
2 and 0 ≤ µ ≤

1
2
≤ τ ≤ 1. Then for all positive integers

m,

µm

τ
det

(
A∇τB − (A♯p,τB)

) m
n

+ rm det
(
A

m
2 (I − (I♯p,τT)

m
2 )2A

m
2

) 1
n

≤ det(A∇µB)
m
n − det(A♯p,µB)

m
n , (26)

and

(1 − τ)m

1 − µ
det

(
A∇µB − (A♯p,µB)

) m
n

+ r′m det
(
A

m
2 (T

m
2 − (I♯p,τT)

m
2 )2A

m
2

) 1
n

≤ det(A∇τB)
m
n − det(A♯p,τB)

m
n . (27)

Proof. Since the determinant of a positive definite matrix is the product of its singular values, so we have

det(I∇µT)
m
n = det((1 − µ)I + µT)

m
n

=
[ n∏

j=1

((1 − µ) + µs j(T))m
] 1

n
.
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From inequality (10) of Corollary 3.1 we have

det(I∇µT)
m
n ≥

[ n∏
j=1

(µsp
j (T) + (1 − µ))

m
p

+
µm

τ

(
(τsm

j (T) + 1 − τ) − (τsp
j (T) + (1 − τ))

m
p
)

+ rm

(
1 − (τsp

j (T) + (1 − τ))
m
2p
)2] 1

n
.

So,

det(I∇µT)
m
n ≥

[ n∏
j=1

(
(µsp

j (T) + (1 − µ))
m
p
)] 1

n

+
µm

τ

[ n∏
j=1

(
(τs j(T) + (1 − τ)) − (τsp

j (T) + (1 − τ))
1
p
)m] 1

n

+ rm

[ n∏
j=1

(
1 − (τsp

j (T) + (1 − τ))
m
2p
)2] 1

n

= det(I♯p,µT)
m
n +
µm

τ
det

(
I∇τT − (I♯p,τT)

) m
n

+ rm det
(
(I − (I♯p,τT)

m
2 )2

) 1
n
,

where the second inequality follows by the convexity of the function f (t) = tm and Lemmas 6.1 and 6.2.
So, multiplying the above inequality by (det A

1
2 )

m
n on the left-hand side and on the right hand side, we can

deduce the result. Using the same technique above we can easily get the proof of the other inequality. This
complete the proof.

If we take the limit as p −→ 0 in Theorem 6.3, we obtain the following corollary, that proves a refinement of
the difference between arithmetic and geometric mean inequality for determinant.

Corollary 6.4. Let A,B ∈M++n , T = A
−1
2 BA

−1
2 and 0 ≤ µ ≤

1
2
≤ τ ≤ 1. Then for all positive integers m,

µm

τ
det

(
A∇τB − (A♯τB)

) m
n

+ rm det
(
A

m
2 (I − (I♯τT)

m
2 )2A

m
2

) 1
n

≤ det(A∇µB)
m
n − det(A♯µB)

m
n , (28)

and

(1 − τ)m

1 − µ
det

(
A∇µB − (A♯µB)

) m
n

+ r′m det
(
A

m
2 (T

m
2 − (I♯τT)

m
2 )2A

m
2

) 1
n

≤ det(A∇τB)
m
n − det(A♯τB)

m
n . (29)

If we take p = −1 in Theorem 6.3, we obtain the following corollary, which present a new generalized
refinement of the difference between arithmetic and harmonic mean inequality for determinant.
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Corollary 6.5. Let A,B ∈M++n , T = A
−1
2 BA

−1
2 and 0 ≤ µ ≤

1
2
≤ τ ≤ 1. Then for all positive integer m, we have

µm

τ
det

(
A∇τB − (A!τB)

) m
n

+ rm det
(
A

m
2 (I − (I!τT)

m
2 )2A

m
2

) 1
n

≤ det(A∇µB)
m
n − det(A!µB)

m
n , (30)

(1 − τ)m

1 − µ
det

(
A∇µB − (A!µB)

) m
n

+ r′m det
(
A

m
2 (T

m
2 − (I!τT)

m
2 )2A

m
2

) 1
n

≤ det(A∇τB)
m
n − det(A!τB)

m
n . (31)
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