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Abstract. In this paper, we have introduced the Prabhakar fractional g-integral and g-differential operators.
We first study the semigroup property of the Prabhakar fractional g-integral operator, which allowed us
to introduce the corresponding g-differential operator. Formulas for compositions of g-integral and g-
differential operators are also presented. We show the boundedness of the Prabhakar fractional g-integral
operator in the class of g-integrable functions.

1. Introduction

Fractional calculus is the area of mathematical analysis that deals with the study and application of
integrals and derivatives of arbitrary order. In recent decades, fractional calculus has become of increasing
significance because of its applications in many fields of science and engineering. For example, it has many
applications in viscoelasticity, signal processing, electromagnetics, fluid mechanics, and optics. For more
information on this research we refer the readers to [25], [23], [22], [20], [16], [21], [2], [17], [37] and the
references therein. On application of the Prabhakar derivative in diffusion and diffusion-wave processes,
we refer the readers to [19], [34].

An interesting and distinctive feature of the Fractional Calculus is that it is possible to present different
definitions of fractional-order integrals and derivatives; furthermore, many instances of those definitions
are being applied and discussed to analyze specific processes [33]. As an example, we can take the
Riemann-Liouville and Caputo fractional-order integral-differential operators which have been used widely
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to describe mathematical models of many natural phenomena (see the references [36], [28]). Recently,
researchers have focused on generalizing fractional-order operators. On the one hand, it can be explained
by the fact that in mathematical modeling of some real-life processes we get such a type of generalization
of fractional operators. On the other hand, it is an inner need of the theory of the Fractional Calculus. We
wish to focus on the Prabhakar fractional g-differential and differential operators among these operators.

First, we would like to explain the classical Prabhakar fractional calculus in brief. The theory of
Prabhakar fractional calculus [14] has been studied more intensively in recent years, and as a result, certain
differential equations involving Prabhakar operators became an intensive target, which is interesting both
for their pure mathematical properties [31],[10], [12], and for their real-world applications in topics such as
viscoelasticity, anomalous dielectrics, and option pricing [8], [13], [35], [27].

We should note that Prabhakar fractional operators can be considered a broad category that includes
various named operators within fractional calculus, covering both singular and non-singular types[11].
Moreover, Prabhakar’s function is crucial in empirical laws for anomalous dielectrics such as Davidson—-Cole
[9] and Havriliak-Negami [15] models.

The origin of the g-difference calculus can be traced back to the works [18] and [6]. Recently, W.
Alsalam [3] and R.P.Agarwal [1] proposed the fractional g difference calculus. In [29] the Caputo g-
differential operators and Riemann-Liuvill g-differential operators are considered and their properties are
studied. Nowadays new developments in the theory of fractional g-difference calculus have been addressed
extensively by several researchers (see [30], [32] and the references therein ).

These advancements in the field raise the question: Is it possible to introduce Prabhakar fractional
g-integral and differential operators, and do they possess the same properties as in the classical case? Our
approach shows that in some cases the answer is yes; however, there are nuances specific to fractional g
cases.

In the present work, our aim is to introduce and study some properties of Prabhakar fractional g-integral
and differential operators.

We note that the short note of this investigation was announced in [24].

2. Preliminaries

First, we recall some elements of the g-calculus for the sequel. For more information, we note the works
[7], [4], and the references therein. From now on, we assume that 0 < g <land 0 <a < b < oo.
Let @ € R. A g-real number [a], is defined by

1 g@
fely = -
And also, the g-shifted factorial is defined by
1, n=_0;
@), = {(1 —a)(1-aq).. (1 - aq”_l), neN.
The g-analogue of the factorial is
[n],! = [11,[21,[3],...[n], = (iq"_q;’;n,n eN, [0]!=1 (1)
For g-binomial coefficients we have the following formula
[n] A=) -g g Il 2
ki, (@ Dx [ = k] 'k],!

Also, the g-analogue of the power (a — b)g is defined by

k-1

@-09=1 @-bf=[[(e-bg) keN

i=0
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There is the following relationship between them:

(@-by=1; (a-by=d"®/a;qr a#0, keN,

as well as
(b/a; 9)co (@ 9)o, - :
a-b)y =a"————, (2,9),= , @0 = 1-aqg').
@O = 0 gy, @0 g( 7
For x > 0 the g-analogue of the Gamma function is defined by
(q’ q)oo 1-x
T,(x) = -q) 3)
1=
It has the following property
Lp(x +1) = [x],T(x). 4)

The (Jackson) g-derivative of a function f(x) is defined by

_f@- )
(Buf) 0 = =5

and g-derivatives Dy f of higher-order is defined inductively as follows:

(x£0)

DYf =f, Dif=D,(Di'f) (n=1,23,..).

Moreover,
D,[(x = b)g] = [aly(x = b); ", ®)
Dy[(a - x)§] = —[aly(a — gx); " (6)

The g-integral (Jackson integral) is defined by

(o)) = [ fOde=x =) 7 (xr')g’
0 k=0

and

(taf) 0 = [ 0kt = [ 0t~ [ f 0k
a 0 0

For the n-th order integral operator I, we have

B HE) = f@), [ HE) = Lpar (a1 f) () (1=0,1,2,-+-).

And also between g-integral and g-derivative operators, we have the following relations:

(Dalgarf) () = £ (), (IgasDaf) (@) = £ (x) = f ().
For a, > 0 and z € R, a g-analogue of the Mittag-Leffler function is defined as follows ([4]):

(e8]

enp (zq) = nzzo m, (|Z(1 — q)“| < 1). ?)
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Definition 2.1. [26] Let o, B, ,z € R such that a, p > 0. Then the g-Prabhakar function e’ (z q) is defined by

3 (IngZ" N
s (z0) = ZHMH),) 21~ g) <1, ®)
where
@9,
()/)Wi T (q, q)n . (9)

Lemma 2.2. [4] Let « and B be two complex numbers. Then

@ =) [Z] 7°@ D D, (1=0,1,2,-1). (10)

k=0 q

Proposition 2.3. Let y, 0 € C. Then the following equality is valid
Y Dy @ @y =(r+0),,,  (1=0,1,2,--). (11)
k=0

Proof. Taking (9) into account, we rewrite (11) in the form

Zn:q"V @9k @70 _ @ 9),
0 @D @G @),

To prove Proposition 2.3 it is sufficient to show the validity of the last equality. For this aim, we multiply
both sides of the last equality by (g; ), and considering (1) and (2), we obtain

(9:9),
(4:9) S (=g
y+o. Wt e ky V. — —q k;/ g. .
@ q), L G0 @ e @ DT D s Z @ o @ DT D s

0 q)"F 1-qf
n

n [n] l "(9° / n o y

k=0
Using the result of Lemma 2.2 when a = ¢ and § = y, we get the proof of Proposition 2.3. [J
Now, we introduce a generalized g-Prabhakar function, which will be used further.
Definition 2.4. Let a, 5,7y, w,0,z,5 € R be such that o, f > 0 and s < z. Then the generalized g-Prabhakar function
¢}, i defined by

()ng@"(z = 9"
gl =] = Z T (12)

where |w(z = s)3| < (1 - q)™*

We note that (12) can be considered a generalization of some known functions. For example, if 6 = w =
1,s = 0 then from (12) we get Definition 2.1 of the g-Prabhakar function. And alsowheny =0andé =w =1
then from (12) we get formula (7) for the g-Mittag-Leffler function.

Now, we give basic concepts of the g-fractional calculus.
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Definition 2.5. [30] The Riemann-Liouville q-fractional integral I ,, of order a > 0 is defined by

(5,:1)0 = 5 [ ey r 0 (13)

Definition 2.6. [30] The Riemann-Liouville q-fractional differential operator Dy, f of order a > 0 is defined by
(D3 f) @) = (DIl 1ol £) (), (14)
where [a] denotes the smallest integer greater than or equal to .

Notice that for A € (-1, +o0), we have

T, (A+1
1 (- a)y) = Fq(qa(+—j\+)1) (x —a)*™. (15)

For 1 < p < oo the space Lf; [a,b] is defined by [32]
b 1p
L) [a,bl={f:[ab] > C: [f)f(x)(r’dqx] <o}
a

Definition 2.7. [4] A function f : [a,b] — R is called g-absolutely continuous if g € L; [a,b] such that

() = fla) + f ()t

forall x € [a, b].

The set of all g-absolutely continuous functions defined in [a,b] is denoted by ACy[a,b]. Moreover,
AC{[a, b] (n € N) is the space of real-valued functions f(x) which have g-derivatives up to order n — 1 on
[a,b] such that Df;‘lf € ACyla, b], i.e.

AClla,b] = {f : [a,b] > R; (D}~ )(x) € AG[a, b]}

Lemma28. [32]a) Let a >0, >0and1 < p < oo. Then the q-fractional integral has the following
semi-group property

(110 £) () = (12 £) ()
forall x € [a, bl and f € LZ [a,b].
b)Leta>p>0, 1<p<coand f € Lf; [a,b]. Then the following equalities
(D3l @) = F(),  (Dhrde f) @) = (Igab f) 0
hold for all x € [a, b].

Lemma 2.9. [32] Let a > 0and 1 <p < co. Then the g-fractional integral operator 15, is bounded in Lg [a,b]:

q.a+

||I’?r”+fHLZ[a,b] < K”f”L;’[a,b] ’ (16)

(b—qa);

where K = D)
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3. The definitions and the main properties of the Prabhakar fractional g- integral and g-differential
operators

In this section, using Definition 2.4 of the generalized g-Prabhakar function, we introduce Prabhakar
fractional g-integral and g-differential operators.

Definition 3.1. Lef f € L}, [a,b]and @, B,y, w € R be such that a, f > 0. Then the Prabhakar fractional g-integral
operator is defined by

(12 )= [ =t o (=) sa] o (17)

From this and for the rest of the paper we denote o’ = g’ w.

Proposition 3.2. Let a,f,y, 1, 0, w € R be such that a, B, u > 0 and x,s € R*, x > 5. Then

P gt (o 9)) = g (x9), (18)
where

g (x,8) = (x = o) e [ (x = gs)S 4] (19)

Proof. By using (17), we have

X

Pl fgok (@ 9) = f g8 (x, g, (x, 5)d .
qs

Considering (12) and using Definition 2.5, we have

a, w ()k 0(
Pl g o) = Z@nqw Zr (akﬂj; It (=),

Hence, applying (15) we obtain
( _ qs)ak+an+ﬁ+y71
Prap,y, w i vk k q
Iqqs+ go'a)’(x S) Z(V)nqw Z(O)qu r (0611 +0¢k+‘8+[.l).

Using the Cauchy product formula [5] and then considering (11), and also the expansion (12) of the
generalized g-Prabhakar function, we derive

an+f+u-1 ot 0

(x ” ) (V G)” " an+p+u—1

-1
= (x- qS)g“‘ G [w (x - ﬂlﬁ“‘S)q ;q] giff;ﬁ (x,5),

which completes the proof of the statement. [

PIr g (s))

Lemma 3.3. Let f € Lp[a, bland o, B,y,w, u , 0 € R be such that a, 8, n > 0. Then the following relation

(pIa By 0P 0,0 f) (x) = (PI!X Prity+o; “’f) (x) (20)

qa+ q,a+ q,a+

holds for all x € [a, b].
In particular

(L8 P17 1) ) = (1520, ey
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Proof. By Definition 3.1 of the Prabhakar fractional g-integral operator and taking the notation (19) into
account, we have

(LRI f) () = f Gy, 1) f gk (x,9) f(s)dgsd,t.

Hence, by changing the order of integration and using Definition 3.1, we get

(PIyEPIA ) () = f F(s)dys f 7yh (e gk (x, )d,t = f PIvE g, (x, )] f(5)dgs.

a

Applying Proposition 3.2 and considering Definition 3.1, we obtain
X
(ot e ) = [ gt s = (1 o,
a

By putting 0 = —y and taking ¢ ﬁ(z) = 1/T'4(B) into account from the last equality one can easily obtain
(21).

The proof of Lemma 3.3 is complete. [
Proposition 3.4. Let a,,7,w € R be such that a, > 0 |y| < 1, |w(b — gP*'a)§| < (1 - q)* and 1 < p < co. Then
the Prabhakar fractional g-integral operator 'I “BY s bounded in L’; [a,b]:

qa+
[Pl < MW g 22)
where
= (b - qa)eapnlb - ¢ 0)%; ql. (23)
Proof. Taking Definition 3.1 and notation (19) into account, we have
||P1;f;y “ s f f % () f(t)d  dox < f Ja(x)dyx, (24)
where

x P

Ja(x) := f 7 @ DL Dldgt

a

For p > 1, we will define p’ from the equality ;17 + ’% = 1. Applying the Holder-Rogers inequality to J>(x),
we get

x Py x

R <| [afwnde| [ adoiora =1 o x =,

a a

where

Jo1(x) = fg;ﬁjl(x,t)dqt, Joa(x) = fg;tilwl(x’t”f(t)lpd‘?t'
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Let us now consider J»;(x). We show that the following inequality is true:
Ja(x) <M, (25)

where M is a constant defined by (23). Indeed, considering (19) and (12) and using formulas (4), (6), we
have

J21(x) Zl" gl (x— )an+ﬁ~

(an+p+1)
Since [y| < 1, we have (y),4 < 1. Taking this into account and using
(b—a)y < (b-agy (6>0),

we obtain

||

oo |w|n m,+ﬁ _ an+p
]21(3() hS Z ()(Tl+‘8+1) Zr(an+ﬁ+l)(b ﬂ)

|w| (b _aﬁ+1 )an
(b ~ag) Z T,(an+p+1) = (b - qa)jeapnlalb - " o)y gl = M.

A

We note that the conditions , > 0 and |w(b — qﬁ“a);‘l < (1 = g)* justify the convergence of series of the
function ey g1 [w(b — qﬁ“a)g‘ ;q]-
Then, by virtue of (25) , we obtain the following inequality
P
J2(x) < MY J2(x).
Taking the last inequality into account from (24), we get

[rrsts];

q.a+

I f]zz(x)d X. (26)

Substituting the expression of J»(x) into (26), changing the order of integration, and using (19),(12) and
(5), we get

Ja(f)

IA

f|f(t)|pdtfg) |wl(xtdx—Mp flf(tldtz (V)nq|+|ﬁ) (x _t)an+ﬁ ldx

P glal” ansp , wawwqfw
M Zr(an+ﬁ+1)f'f(t)'p(b“’t)" UD) Tan feD) f'f(”'dt

n=0

P f Fragt = 7y,

Proposition 3.4 is proved. [

Now, we present the definition of the Prabhakar fractional g-differential operator.

Definition 3.5. Let f € L;[a,b] L Tf e ACjla,b] and a,B,y,6 € R with a > 0 and p > 0. Then the

q,a+

Prabhakar fractional q-differential operator "D is defined by

(DB F) @) = (DL L) ), o)
where n = [B].
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Theorem 3.6. Let o, B, v, w € Rwith a > 0 and p > 0. Then for any function f € L; [a, b] the following equality is
valid:

(P Dby @by f) x) = f(x). (28)

q.a+ q.a+
Proof. Using Definition 3.5 and formula (20) and also Lemma 2.8, we have
PO (P £) ) = Dy (I PE £) ) = D (I f) (@) = £ .
The proof is complete. [

In the classical case, the Prabhakar fractional integral operators’ semigroup property is commutative,
but this property is non-commutative in the g-calculus case. To deal with this problem we need to introduce
the following operator which affects only one parameter of the Prabhakar fractional g-operators.

We introduce the operator A;”* defined by setting

A w:=g"w, neN.

For example, AZ‘W" (6, w) = f(5,4" w).
Using this operator we present some other properties of g-Prabhakar operators.

Theorem 3.7. Let f € L;[a, b], Pla’l_ﬁ’_y’wf € ACyla,bland o, B, y, w € Rwitha > 0,0 < B < 1. Then

q,a+
By’ bY@ ) A-B,~y,w
(Plg:fj - PDZ,EJ{ f) ()= f(x) - _‘7;5)' (x,a/q) (PIZ’H{ v f) (a+). (29)
Proof. Let
o) = ("L D) ). (30)

Applying the Prabhakar fractional g-derivative ; sz’ff”w to the both sides of (30) and using Theorem 3.6, we
obtain

pDLY,ﬁ,)/,(U(P — PD“/ﬁrVr(‘)f. (31)

qa+ qa+

We apply A;y’w operator to the equality (31). Then, taking into account w’ = q”w, we get
PMEYA () PREBYAW ¢ (32)

q.a+ q.a+
From the last equality, we conclude that f — ¢ is an element of the kernel of the Prabhakar fractional
g-differential operator, i.e.,

f—@eker"DYFAy,

q.a+

Introducing notation 1 := f — ¢ and considering (27) and 0 < < 1, we have

By -,y &'
("D 9) () = 0 & Dy (PL T g) ) = 0.

By the standard properties of the g-differential operator the last equality means that (p I;’ul;’g '_V’q’/“’/lp) (x)
must be a constant:

(L7 Y) @) = (33)

where aj is an arbitrary constant.

Pa1-B—y0’
D q.a+

Hence, applying the Prabhakar g-fractional differential operator
using Theorem 3.6, we find

to the last equality and

¢ = "Dy (@),

q,a+
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By Definitions 3.1 and 3.5 of the Prabhakar fractional g-differential and g-integral operators and also (12)
expansion of the generalized g-Prabhakar function, we have

5 (V) (@) an
70D f(" AW, (an+[3)( ~'t), At

P(x)

+00
" 1 an+p-1
ap Y (), (@)D —f(x— B ]
; A i Fq(om+ﬁ)ﬂ g i
Hence, using formulas (6), (5) and taking (12) and (19) into account, we find

¥(x) = aog), (x,a/g).

Since ¢ = f — ¢, we obtain

F() = p(x) +aogh, (x,a/g). (34)
Hence, applying the Prabhakar fractional g-integral operator ” I:;;;ﬁ 7 to the last equality, we find
CLn 7 f)e) = CIy 7 o)) + ad Tan gk (x,a/q). (35)

Applying formula (18), where f is replaced with 1 — 8, y with —y, o with y, u with 8, and s with a/g, and
considering that eg,ﬁ (x) =1, it is easy to show that

L g (xalg) = ge (x,a/g) = € gle (x —a)"] = 1. (36)

Then from (35), we obtain

(pIa,lfﬁ,fy,wf) (X) (PIL‘tl —B,-y.w )(X) + ay. (37)

q,a+ q,a+

Considering the notation (30) and using (20) and Definition 3.5, we have

(pIa,l—ﬁ,fyw )(x) ( [21F, ywplaﬁwaDaﬁ)'wf)(x) (PIMO‘”PD“M“’f)(x).

q,a+ q,a+ q,a+ q,a+ q,a+ q,a+
Hence, applying fundamental theorem of g-calculus [7], we find
a,1-B,—v,w o, 1— @ a,l @
(a7 0) @) = (Pl 7 ) 0 = (1) @),
Comparing this with (37), we conclude that
a1 0]
ao = (plq a+ﬁ o f) (a).

Substituting the expression obtained from gy into (34) and considering the notation (30), we get (29).
The proof of Theorem 3.7 is complete. [
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4. The Cauchy-type problem associated with g-Prabhakar differential operator

Let us consider the following Cauchy-type problem with Prabhakar fractional g-differential operator:

("D y) () = f(x, y), (38)

("Tar” 7 y) @) = &, (39)

where , 8,7, w, & € Raresuch thata >0,0<p <1, & #0.
We prove the existence and uniqueness of the solution to the problem (38)-(39).

Theorem 4.1. Let f(-,-) : [a,b] X R — R be a function such that f(-, y(-)) € Ly[a, b] for all y € Ly[a, b].
Then y satisfies the relations (38) and (39), if and only if, y satisfies the following q-Volterra integral equation:

y() = IR fx,y) + Eog'h, (xa/g). (40)
Proof. First, we prove the necessity. We assume that y € L}][a, b] satisfies (38)-(39). Since f(x,y) € L; [a,0],
(38) means that there exists a Prabhakar fractional g-differential Df;f STRS L; [a,b]. on [a, b] so we can apply

the operator ” I;ﬁy’w’ to the equation (38). Then, considering the formula (29) and the condition (39), we get
the integral equation (40).

By, t

q,a+ Y

Now, we prove the sufficiency. Let y € L; [a, b] satisfy equation (40). Applying the operator D!
both sides of (40) and using (28), we get

("DYETy) () - fx,y) = &" DYt g (x,a/q). (41)
We show that the right-hand side of (41) is equal to zero. Using (27) and (36), we find

DR g (xalg) = DT PR (xalg) = Dy(1) = 0.

q,a+ q “qa+
Now, we show that the relation in (39) is also held. For this, we apply the operator ” I;jll;ﬁ 7 to both
sides of (40). Considering (20) and (36), we get

(1t 7y @ - [ 16 vt = & w0

By putting x = +a in (42) we obtain the relation in (39).
Theorem 4.1 is proved. [
5. Existence and uniqueness of the solution to the Cauchy-type problem

In this section, we prove the existence and uniqueness of the solution to the problem (38)-(39). The
result is obtained under the conditions of Theorem 4.1 and Lemma 3.4.

Theorem 5.1. Let G be an open set in R. Let f(-,-) : [a,b] x G — R be a function such that f(-, y(-)) € L; [a, b] for
all y € G, and for all x € (a,b] and for all y1,y» € G, it satisfies

[fx, ) = f y)| < Al — w2, (43)

where A > 0 does not depend on x € [a,b] and y1, y» € L; [a, b].
Then there exists a unique solution y € L; [a, b] to the problem (38)-(39).
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Proof. According to Theorem 4.1, the problem (38)-(39) is equivalent to the integral equation (40). So, to
prove the existence and uniqueness of the solution to the problem (38)-(39) it is sufficient to show the
existence and uniqueness of the solution to the integral equation (40). To do this we rewrite the integral
equation (39) in the following operator form

y(x) = (Ty)(x), (44)
where
(TY)() = yo(x) + f (e =gty el [ (e = gPe)3 ] £It, y(B)1dgt (45)

and
Yo(x) = So(x = a)ﬁfleﬁ,ﬁ [‘”'(x - g a); ‘7] .

First, we prove the existence of a unique solution y(x) in the space L}7 [a,b]. Our proof is based on the

Banach fixed point theorem. We should note that L}I [a,b] is a complete metric space [4].
Select h € (a, b] such that

o1 = A — qa)eqpale’ (h— g 1a)dq] < 1, (46)

where A > 0 is the Lipschitz constant in (43). Clearly y, € L; [a,h]. Also, by Lemma 3.4 (Ty)(x) € L}] [a, K.

Therefore, T maps L; [a, h] to itself. Moreover, from (43),(45) and Proposition 3.4, for any y1, y» € L}] [a, h], we
have
‘ Li[ah]

(h = ga)seq i@’ (1 — P a)S; g1 x || f(x, 11 (%) = fx, O

Al = qaYyeapila’ (= 1) 41 % 110 = 92,0 < 01 500 = 12 @

PIVET f(x, 1 () = PIEET F(x, o))

HTJ/l - TJ/ZHL;[a,h]

IN

IA

Our assumption (46) allows us to apply the Banach’s fixed point theorem to obtain a unique solution
vy e L; [a, h] to equation (44) in the interval (4, h]. According to this theorem, y* will be obtained as a limit
of a convergent sequence (T"1/o)(x):

0

lim || T"5(x) - y°

m—00

Liah] ~

in the space L}] [a, h], where Y(x) is an arbitrary function in L; [a, h].
Since &g # 0 and yp € L; [a, h] we can take y(x) as y(x):

y() = yo(x).

Consequently, the sequence T"yo(x) for m € N is defined by the following recurrence relation
T"yo(x) = yo(x) + f (x =gy e, o [ (e = gPe) | £ T yo(B)]dyt.
If we denote y,,,(x) = (I™yo)(x), then the last relation takes the form
- — gl o’ (x - )] fIt 1)yt N
Ym@) =yo() + | (x—9q )q ea,ﬁ o' (x — ¢ )q flt ym-a ()] qt, m€EIN.

This means that the successive approximation method can be used to find a unique solution of
(38)—(39). O
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Conclusion

Introducing the Prabhakar fractional g-integral and g-differential operators, and exploring their prop-
erties and potential applications have been targeted. Prabhakar fractional g-integral and g-differential
operators are comparatively less studied and hence, first, we have introduced the definitions of these op-
erators, showed some new aspects of g-cases, and studied the existence and uniqueness of the solution of
the Cauchy-type problem involving the Prabhakar fractional g-differential operator.
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