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Chain graphs are not spectrally determined
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bDepartamento de Matemática, Universidade Federal de Santa Maria, Santa Maria, Rio Grande do Sul, Brazil

Abstract. Two non isomorphic graphs G and H are said to be cospectral, if they share the same adjacency
eigenvalues. In this paper, we use a recursive procedure for computing the characteristic polynomial of
chain graphs in order to obtain infinitely many pairs of connected cospectral chain graphs. This result
disproves a conjecture posed in [Czechoslovak Math. J. 70 (4) (2020), 1125–1138]. In addition we construct
infinite families of bipartite graphs sharing the same spectrum.

1. Introduction

Let G = (V,E) be an undirected graph with vertex set V and edge set E, without loops or multiple edges.
For v ∈ V,N(v) denotes the open neighborhood of v, that is, {w|{v,w} ∈ E}. If |V| = n, the adjacency matrix
A = [ai j] is an n×n matrix whose rows and columns are indexed by the vertices of G, and is defined to have
entry ai j = 1 if and only if vi is adjacent to v j, and ai j = 0 otherwise. The characteristic polynomial of G,
denoted by p(x,G), is p(x,G) = det(A − xI). Its roots are called the eigenvalues of G, and they comprise the
spectrum of G.

This paper is concerned with chain graphs, also called double nested graphs. This class of graphs plays
an important role in spectral graph theory [5]. In fact, among all connected bipartite graphs with fixed order
and size, the graphs with maximal index (largest eigenvalue of adjacency matrix) are chain graphs [4].

A chain graph has several alternative characterizations. For example, a chain graph is a {2K2,C3,C5}-
free graph [1], that is, a graph which does not contain 2K2,C3, and C5 as induced subgraphs. In addition, a
chain graph can be defined recursively through its generating binary sequence (more details will be given
in the next section). Linear time algorithms for recognizing this class of graphs are given in [12].

We say that a graph G is determined by its spectrum (for short, DS) if any other graph non-isomorphic to
G possesses a different spectrum. This notion is originally defined for the adjacency matrix of a graph G, but
it has been also extended to other graph matrices. Common problem related to the spectral determination
is to characterize families of graphs that are determined by their spectrum with respect to particular graph
matrix. On the other hand, providing families of non-DS graphs, that is, non-isomorphic graphs sharing
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the same spectrum (also known as cospectral graphs) is related counter problem. We mention that in the
literature one can find many constructions of families of cospectral graphs, and among them famous Godsil
and McKay switching [7]. Haemers and Spende [11] enumerated all cospectral graphs on up to 11 vertices
for several matrices. An alternative construction due to Schwenk [14] leads to the probabilistic result that
almost all trees have a cospectral mate. Schwenk’s result was originally shown for the adjacency matrix,
but soon after Godsil and McKay [8] and Mckay [13] proved that almost all trees are non-DS with respect to
several other matrices, including the Laplacian and, hence, because trees are bipartite graphs, the signless
Laplacian. Recently, a family of 2n−4 threshold graphs on n ≥ 4 vertices, having the same signless Laplacian
eigenvalues was constructed in [6].

In [3] the authors provided an explicit formula for computing the characteristic polynomial of a chain
graph deduced from its generating binary sequence. The same reference also contains the following
conjecture.

Conjecture 1.1. Let G and H be two connected chain graphs of the same order, generated by (0t1 1s1 )(0t2 1s2 ) · · · (0th 1sh )
and (0p1 1q1 )(0p2 1q2 ) · · · (0ph 1qh ), respectively. If G and H are cospectral then (ti, si) = (pi, qi) for i = 1, 2, . . . , h.

In this article, we use a recursive procedure for computing the characteristic polynomial of chain graph
to provide pairs of connected cospectral chain graphs. As a by-product we disprove Conjecture 1.1.

An outline of the remainder of this paper reads the following. In Section 2, we present several definitions
and the recursive procedure that will be used as a main tool for our constructions. In Section 3, we give
two different ways for obtaining infinitely many pairs of connected, cospectral chain graphs.

2. Preliminaries

We first recall the structure of chain graphs. A bipartite graph G with bipartition (U,V) is a chain graph if
there exist partitions U = U1 ∪U2 ∪ · · · ∪Uh and V = V1 ∪V2 ∪ · · · ∪Vh, such that Ui and Vi are non-empty
sets, and the neighborhood of each vertex in Ui is Vi ∪V2 ∪ · · · ∪Vh for 1 ≤ i ≤ h. The 2h non empty cells Vi
and Ui for i = 1, 2, . . . , h, are called white and black cells, respectively.

Alternatively a chain graph can be constructed via binary sequences. Namely, for a given binary
sequence b = b1b2 . . . bn,where bi ∈ {0, 1}, the associated chain graph G(b) is constructed as follows:

• for i = 1, G1 = G(b1) = K1, i.e. a single (say white) vertex;

• for i = 2, . . . ,n, with Gi−1 = G(b1 . . . bi−1) already constructed, Gi = G(b1 . . . bi−1bi) is formed by adding
to Gi−1 an isolated white vertex if bi = 0, or a black vertex which dominates all existing white vertices
if bi = 1.

Therefore, a chain graph can be created by generating binary sequence of the following form:

b = (0t1 1s1 )(0t2 1s2 ) · · · (0th 1sh ), (ti, si > 0),

where ti and si are the lengths of maximal runs of consecutive zeros and ones, respectively. The Figure 1
shows the representation of a chain graph from its generating binary sequence.

We denote by p(x,G) the characteristic polynomial of a graph G in the indeterminate x of its adjacency
matrix A. The characteristic polynomial of a chain graph G(b) generated by b = (0t1 1s1 )(0t2 1s2 ) · · · (0th 1sh )
was studied in [2]. There, a fast algorithm for its computation was presented. Here we focus on a direct
computation via determinant of certain tridiagonal matrix as indirectly emphasized in [3, Theorem 3.1].

Theorem 2.1. The characteristic polynomial p(x,G) of the chain graph G(b) generated by b = (0t1 1s1 ) · · · (0th 1sh ),
where ti, si > 0, is given by the formula

p(x,G) = x
∑h

i=1(ti+si−2)(−1)h det Mh
x(G) (1)
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Figure 1: The structure of chain graph G(b).

where Mh
x(G) is the following tridiagonal matrix

Mh
x(G) =



t1 x
x s1 x

x t2 x
. . .

. . .
. . .

x th x
x sh


2h

. (2)

Proof. Let Ui (resp. Vi) denote the set of vertices corresponding to 0ti (resp. 1si ). Then V(G) = U1 ∪ V1 ∪

· · · ∪Uh ∪ Vh induces an equitable partition (see [9]) with the corresponding divisor matrix of the form:

D(G) =



0 s1 0 s2 . . . 0 sh
t1 0 0 0 . . . 0 0
0 0 0 s2 . . . 0 sh
t1 0 t2 0 . . . 0 0
...

. . .
...

0 0 0 . . . 0 sh
t1 0 t2 0 . . . th 0


2h

.

According to [2], p(x,G) = x
∑h

i=1(ti+si−2) det(D(G) − xI). To compute det(D(G) − xI), i.e., the determinant of

D(G) − xI =



−x s1 0 s2 . . . 0 sh
t1 −x 0 0 . . . 0 0
0 0 −x s2 . . . 0 sh
t1 0 t2 −x . . . 0 0
...

. . .
...

0 0 0 . . . −x sh
t1 0 t2 0 . . . th −x


2h

.
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we apply the following elementary row operations: R2i−1 ← R2i−1−R2i+1, for i = 1, . . . , h−1; R2i ← R2i−R2i−2,
for i = 2, . . . , h; and R2i−1 ↔ R2i, for i = 1, . . . , h. Consequently, det(D(G) − xI) = (−1)h det Mh

x(G), for Mh
x(G)

given in (2). This completes the proof.

Next, we present an alternative way to compute the characteristic polynomial of a chain graph.

Theorem 2.2. The characteristic polynomial p(x,G) of the chain graph G(b) generated by b = (0t1 1s1 )(0t2 1s2 ) · · · (0th 1sh ),
where ti, si > 0, is given by the equation (1). In addition, det Mh

x(G) = Θh(x) satisfies the recurrence relation

Θh(x) =
( sh−1 + sh

sh−1
x2
− thsh

)
Θh−1(x) −

sh

sh−1
x4Θh−2(x), (3)

where Θ0(x) = 1,Θ1(x) = det
[

t1 x
x s1

]
.

Proof. Let p(x,G) be the characteristic polynomial of the chain graph G(b) given by (1), that is, p(x,G) =
x
∑h

i=1(ti+si−2)(−1)h det Mh
x(G). By setting, Θh(x) = det Mh

x(G),we have that

Θh(x) = shΘ
′

h(x) − x2Θh−1(x) (4)

and

Θ′h(x) = thΘh−1(x) − x2Θ′h−1(x). (5)

Since

Θh−1(x) = sh−1Θ
′

h−1(x) − x2Θh−2(x),

then

Θ′h−1(x) =
Θh−1(x) + x2Θh−2(x)

sh−1
. (6)

By replacing the equation (6) in (5), we arrive at

Θ′h(x) = thΘh−1(x) − x2Θh−1(x) + x2Θh−2(x)
sh−1

= thΘh−1(x) −
x2

sh−1
Θh−1(x) −

x4

sh−1
Θh−2(x)

which then replaced in (4) results in

Θh(x) = sh

(
thΘh−1(x) −

x2

sh−1
Θh−1(x) −

x4

sh−1
Θh−2(x)

)
− x2Θh−1(x)

=
(
shth −

sh

sh−1
x2
− x2

)
Θh−1(x) −

sh

sh−1
x4Θh−2(x)

=
( sh−1 + sh

sh−1
x2
− shth

)
Θh−1(x) −

sh

sh−1
x4Θh−2(x)

as desired.

3. Cospectral chain graphs

In this section, we use the recurrence relation given in (3) to present two different ways for constructing
pairs of connected chain graphs which are cospectral with respect to adjacency matrix.
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Theorem 3.1. Let G = G(b) be the chain graph generated by b = (0t1 1s1 )(0t2 1s2 ) · · · (0th 1sh ) and H = H(b′) be the
chain graph generated by b′ = (0p1 1q1 )(0p2 1q2 ) · · · (0ph 1qh ), both of the same order n. Ifti · si = pi · qi for i = 1, 2, . . . , h.

ti(si + si+1) = pi(qi + qi+1) for i = 1, 2, . . . , h − 1,

then G(b) and H(b′) are cospectral graphs.

Proof. If G and H are isomorphic then the result is obvious. Now, assume that G and H are non isomorphic
graphs. Let p(x,G) and p(x,H) be the characteristic polynomials of G(b) and H(b′), respectively. We will
show that under given assumptions p(x,G) = p(x,H).

We have that

p(x,G) = x
∑h

i=1(si+ti−2)(−1)h det Mh
x(G) as well as p(x,H) = x

∑h
i=1(pi+qi−2)(−1)h det Mh

x(H).

Since
∑h

i=1(si+ti−2) =
∑h

i=1(pi+qi−2) it is sufficient to show that det Mh
x(G) = det Mh

x(H), that is,ΘG
h (x) = ΘH

h (x).
For h = 0 and h = 1 we have that ΘG

0 (x) = 1 = ΘH
0 (x) and

ΘG
1 (x) = det

[
t1 x
x s1

]
= t1s1 − x2 = p1q1 − x2 = ΘH

1 (x).

Now, for k = 2, . . . , h − 1,we assume that ΘG
k (x) = ΘH

k (x). Taking into account that

sh−1 + sh

sh−1
=

th−1(sh−1 + sh)
th−1sh−1

=
ph−1(qh−1 + qh)

ph−1qh−1
=

qh−1 + qh

qh−1
(7)

and

ph−1(qh−1 + qh) = th−1(sh−1 + sh)

it follows that

ph−1qh = th−1sh

and thus

sh

sh−1
=

shth−1

sh−1th−1
=

ph−1qh

ph−1qh−1
=

qh

qh−1
. (8)

By replacing (7) and (8) in the recurrence relation (3), we obtain

ΘG
h (x) =

( sh−1 + sh

sh−1
x2
− thsh

)
ΘG

h−1(x) −
sh

sh−1
x4ΘG

h−2(x)

=

(
qh−1 + qh

qh−1
x2
− phqh

)
ΘH

h−1(x) −
qh

qh−1
x4ΘH

h−2(x)

= ΘH
h (x)

This completes the proof.

Let G(b) = (0t1 1s1 )(0t2 1s2 ) · · · (0th 1sh ) be a connected chain graph of order n such that

h∑
i=1

ti =

h∑
i=1

si
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and k ≥ 2 a positive integer.
Assume that G(b′) and H(b′′) are the chain graphs of the same order generated by b′ = (0t1 1ks1 )(0t2 1ks2 ) · · ·

(0th 1ksh ) and b′′ = (0ks1 1t1 )(0ks2 1t2 ) · · · (0ksh 1th ) respectively. It is easy to verify that these graphs satisfy the
conditions given by Theorem 3.1. That is,

ti(ksi) = (ksi)ti i = 1, . . . , h

and

ti(ksi + ksi+1) = kti(si + si+1) i = 1, . . . , h − 1

As a consequence, we obtain the following.

Corollary 3.2. For any positive integer k ≥ 2 chain graphs G(b′) and H(b′′) generated by b′ = (0t1 1ks1 )(0t2 1ks2 ) · · ·
(0th 1ksh ) and b′′ = (0ks1 1t1 )(0ks2 1t2 ) · · · (0ksh 1th ) respectively, are cospectral graphs.

Example 3.3. Let G and H be chain graphs generated by (0113)(0216)(0319) and (0311)(0612)(0913). These are
cospectral chain graphs. In fact, their characteristic polynomials are both given by

p(x,G) = x18(x6
− 75x4 + 657x2

− 972) = p(x,H).

Clearly, they are non-isomorphic, since their degree sequences are not equal.

The result given in Corollary 3.2 was also presented in the paper [10] using a different approach. In fact,
there, chain graphs appear as minimizers for the coefficient next to x4 in the characteristic polynomial in
the class of connected bipartite graphs of fixed order and size.

The following example shows that the conditions given in Theorem 3.1 are not necessary.

Example 3.4. Let G and H be chain graphs generated by (0214)(0316) and (0416)(0312) as shown in Figure 2. We
have that t1 · s1 = 2 ·4 , 4 ·6 = p1 ·q1, t2 · s2 = 3 ·6 , 3 ·2 = p2 ·q2 and t1(s1+ s2) = 2(4+6) , 4(6+2) = p1(q1+q2).
However, the graphs are cospectral, since their characteristic polynomials are

p(x,G) = x11(x4
− 38x2 + 144) = p(x,H).

Figure 2: Cospectral chain graphs

The result in the sequel provides an additional way to construct infinitely many pairs of connected
cospectral chain graphs.

Theorem 3.5. Let k, t1, t2, s1 be positive integers, k ≥ 2. If

k(s1 − t1) − t2(k − 1) = 0,

then connected chain graphs G,H of order n generated respectively by (0t1 1s1 )(0t2 1k·t1 ) and (0s1 1k·t1 )(0t2 1t1 ) are
cospectral.
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Proof. It is clear that G and H are not isomorphic graphs since they have distinct degree sequences. Let p(x,G)
and p(x,H) be the characteristic polynomials of G and H, respectively. We will show that p(x,G) = p(x,H).

Applying the recurrence relation (3) for G we obtain

p(x,G) = xs1+t2+(k+1)t1−2
(( s1 + s2

s1
x2
− t2s2

)
ΘG

1 (x) −
s2

s1
x4ΘG

0 (x)
)

that is

p(x,G) = xs1+t2+(k+1)t1−2
(
x4
− (t1s1 + kt2

1 + kt1t2)x2 + kt2
1t2s1

)
By a similar computation for H we have that

p(x,H) = xs1+t2+(k+1)t1−2

((kt1 + t1

kt1
x2
− t1t2

)
ΘH

1 (x) −
t1

kt1
x4ΘH

0 (x)
)

= xs1+t2+(k+1)t1−2
(
x4
− (kt1s1 + t1s1 + t1t2)x2 + kt2

1t2s1

)
By equating the corresponding coefficients in p(x,G) and p(x,H) it follows that

s1(t1 + kt1) + t1t2 = t1s1 + kt2
1 + kt1t2

which is equivalent to ks1 − kt1 − t2(k − 1) = 0. This completes the proof.
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